
From Structure to Function

There are many levels of protein function, ranging from atomic reorganizations to changes
in the development of an organism, but all of them involve binding to other molecules,
large and small. Sometimes this specific molecular recognition is the sole biochemical
function of a protein, but in other cases the protein also promotes a chemical transformation
in the molecule that it binds. This chapter looks first at how the structural features
described in Chapter 1 dictate the ability of proteins to recognize specifically and bind a
wide variety of ligands. The second part of the chapter looks at how these structural features
dictate the ability of proteins to catalyze the wide variety of chemical transformations on
which life depends.
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There are many levels of protein function

It is a fundamental axiom of biology that the three-dimensional structure of a protein determines
its function. Understanding function through structure is a primary goal of structural biology.
But this is not always simple, partly because a biologically useful definition of the function of a
protein requires a description at several different levels. To the biochemist, function means the
biochemical role of an individual protein: if it is an enzyme, function refers to the reaction 
catalyzed; if it is a signaling protein or a transport protein, function refers to the interactions of
the protein with other molecules in the signaling or transport pathway. To the geneticist or cell
biologist, function includes these roles but will also encompass the cellular roles of the protein,
as judged by the phenotype of its deletion, for example, or the pathway in which it operates. 
A physiologist or developmental biologist may have an even broader view of function. 

We can take as an example tubulin, which not only has several cellular functions, but also has
more than one biochemical function: it is an enzyme that hydrolyzes GTP, and also a structural
protein that polymerizes to form stiff hollow tubes. In the cell, it forms a network of micro-
tubules growing out of the centrosome (Figure 2-1), creating a system of tracks along which
proteins, vesicles and organelles can be moved from one part of the cell to another. In a 
dividing cell it forms the mitotic spindle that segregates the chromosomes equally into the two
daughter cells. In certain motile eukaryotic cells it forms the cilia and flagella that provide
propulsion or sweep fluid over the cell surface. Tubulin is a protein whose functions cannot be
condensed into a single sentence. This is likely to be the case for most gene products, especially
in higher organisms. 

Not surprisingly, biochemical function is generally the easiest to deduce from sequence and
structure, although in some cases it is possible to go further. In the age of genomics, function
will be derived in a partly empirical way from many different techniques employed together,
augmented by comparative sequence analysis across genomes and the recognition of functional
motifs in both the primary and tertiary structure. We shall illustrate in Chapter 4 how this
operates in some selected cases. In this chapter and the next, we outline the general principles
that have been experimentally established about the relationship of structure to the biochemical
function of proteins.

There are four fundamental biochemical functions of proteins

We illustrated in Chapter 1 four biochemical functions of proteins: binding, catalysis, switching,
and as structural elements (see Figure 1-1). The most fundamental of these is binding, which
underlies all the other biochemical functions of proteins. Enzymes must bind substrates, as well
as cofactors that contribute to catalysis and regulatory molecules that either activate or inhibit
them. Structural proteins are, at their simplest, assemblages of a single type of protein molecule
bound together for strength or toughness; in more complex cases they bind to other types of
molecules to form specialized structures such as the actin-based intestinal microvilli or the
spectrin-based mesh that underlies the red blood cell membrane and helps maintain its integrity
as the cells are swept round the body. Protein switches such as the GTPases (see Figure 2-1)
depend on both binding and catalytic functions of proteins: their switching properties rely
fundamentally on the binding and the hydrolysis of GTP, which they catalyze. They must also
bind the molecules with which they interact when GTP is hydrolyzed plus the regulatory 
molecules that activate GTP hydrolysis and that exchange GDP for GTP to enable the cycle
to start again.
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We start this chapter, therefore, with the surface properties of proteins that determine where and
how they bind to the other molecules with which they interact, whether these are small-molecule
ligands or other macromolecules, and whether they bind stably, as oligomeric complexes, or
dynamically, as in intracellular signaling pathways. And we shall see how they create the 
specialized microenvironments that promote the specific interactions required for catalysis. 

We then explore in detail the structural basis for enzyme catalysis, and how the special chemical
properties of some of the charged amino acids described in Chapter 1 (see section 1-1) make
a critical contribution to enzyme action. We shall see that protein flexibility plays an essential
part in the binding interactions of proteins and their catalytic actions.

Protein switches, and the more dramatic conformational changes that proteins can undergo in
response to ligand binding, are described in Chapter 3, where we discuss the ways in which the
activities of proteins are regulated.
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Figure 2-1 The functions of tubulin (a) The
biochemical functions of tubulin include
binding of tubulin monomers to each other to
form a polymeric protofilament, a process that
is reversed by the hydrolysis of bound GTP to
GDP. Tubulin-catalyzed hydrolysis of GTP acts
as a switching mechanism, in that protofilaments
in the GDP form rapidly depolymerize unless
the concentration of free tubulin is very high 
or other proteins stabilize them. (b) This
nucleotide-dependent mechanism is used by
the cell to control the assembly and disassembly
of the protofilaments and the more complex
structures built from them. These structures
include microtubules, which consist of 13
protofilaments arranged as a hollow tube (here
shown in growing phase). (c) Binding to motor
proteins such as kinesin or dynein allows the
microtubules to form molecular machines in
which these motor proteins “walk” along
microtubules in a particular direction, powered
by ATP hydrolysis. (d, e) The functions of
these machines are defined at the cellular level.
Assemblies of microtubules, motor proteins
and other microtubule-associated proteins form
the flagella that propel sperm, for example (d);
microtubules and associated motor proteins
also form a network of “tracks” on which
vesicles are moved around in cells (e). The
“role” of tubulin thus encompasses both
biochemical and cellular functions. The
individual functions of proteins work in concert
to produce the exquisite machinery that allows
a cell, and ultimately a multicellular organism,
to grow and survive. The anti-cancer drug taxol
blocks one essential cellular function of tubulin.
It binds to the polymerized protein, preventing
the disassembly of microtubules that must
occur during cell division.
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Protein functions such as molecular recognition and catalysis depend
on complementarity

The functions of all proteins, whether signaling or transport or catalysis, depend on the ability
to bind other molecules, or ligands. The ligand that is bound may be a small molecule or a
macromolecule, and binding is usually very specific. Ligand binding involves the formation of
noncovalent interactions between ligand and protein surface; these are the same types of bonds
that are involved in stabilizing folded proteins (see section 1-4) and in interactions between
protein subunits (see section 1-19). Specificity arises from the complementarity of shape and
charge distribution between the ligand and its binding site on the protein surface (Figure 2-2),
and from the distribution of donors and acceptors of hydrogen bonds. Changes in the 
conformation of a protein may accompany binding or be necessary for binding to occur.
Alternatively, even a small change in the structure of a ligand or protein can abolish binding. 

Molecular recognition depends on specialized microenvironments that
result from protein tertiary structure

Specific binding occurs at sites on the protein that provide the complementarity for the ligand.
These are called ligand-binding sites if their sole function is molecular recognition (the ligand
may be as small as a proton or as large as another macromolecule) or active sites if they 
promote chemical catalysis. Such sites are formed as a consequence of the three-dimensional
structure of the protein. When a polypeptide sequence folds into a compact three-dimensional
structure, it creates internal cavities where the side-chain packing is not perfect, and also pockets
or clefts of various sizes on its surface. These regions can have a microscopic environment that
is quite different from that provided by the bulk solution around the protein. If the residues
that line the cavity or pocket are hydrophobic, for example, the environment inside can
resemble a nonpolar organic solvent more than it does water, enabling the protein to bind
highly hydrophobic ligands such as lipids. If the residues all have, say, a negative charge, the
cavity or pocket can have a very strong local electrostatic field, which would enable it to bind
highly charged ligands like a calcium ion, as occurs in ion-transport proteins. Such arrangements
can occur even if at first sight they seem to be unfavorable energetically—for instance, crowding
a number of like charges together—because the enormous number of other, favorable interactions
throughout the rest of the structure can more than make up for a small number of unfavorable
ones in one place.

Specialized microenvironments at binding sites contribute to catalysis

Most enzymes operate, in part, through general acid-base catalysis, in which protons are
transferred between donating or accepting atoms on the substrate and key basic and acidic
side chains in the enzyme active site (we discuss this in detail later, in section 2-12). Proton
transfer can be promoted in two ways by specialized microenvironments on the surface of
proteins.

In one case, a strong electrostatic field is produced in which acids and bases are close to each
other but cannot react with each other. For instance, the close juxtaposition of an acidic side
chain such as glutamic acid and a basic one such as lysine is possible. In aqueous solution at
neutral pH a carboxylic acid would give up its proton to the more basic amino group, forming
a carboxylate–ammonium ion charge pair. Indeed, such interactions are used to stabilize 
protein structure (see Figure 1-10, salt bridge). But a folded protein can also position these two
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Figure 2-2 Substrate binding to anthrax toxin
lethal factor Lethal factor (LF) is a component
of anthrax toxin that acts as a protease to cut
mitogen-activated protein kinase kinase
(MAPKK-2), thereby blocking the cell cycle.
This figure shows part of the surface of LF
colored by charge (red, negative; blue,
positive), with the model of the MAPKK-2
amino-terminal peptide shown in ball-and-stick
representation. Where the model or map would
be hidden by the protein surface, the surface is
rendered as translucent. The active-site cleft of
LF is complementary in shape and charge
distribution to the substrate. Taken from
Pannifer, A.D. et al.: Nature 2001, 414:229–233.
Graphic kindly provided by Robert Liddington.
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active site: asymmetric pocket on or near the surface
of a macromolecule that promotes chemical catalysis
when the appropriate ligand (substrate) binds.

ligand: small molecule or macromolecule that recog-
nizes and binds to a specific site on a macromolecule.

ligand-binding site: site on the surface of a protein at
which another molecule binds.



residues in reasonable proximity, yet provide microenvironments around each one that make
it unfavorable for them to exchange a proton. This occurs in many enzyme active sites; for
example, in aspartate aminotransferase, a lysine and an aspartic acid are both involved in
binding the pyridoxal phosphate cofactor, but in the environment of the active site their 
proton affinities are adjusted so that they do not transfer a proton between them. Thus, sites
can be created that have both reasonably strong acids and reasonably strong bases in them,
which is very difficult to achieve in free solution but very useful for general acid-base catalysis.

The other type of environment is one in which the affinity of a functional group for protons
has been altered dramatically. Placing two lysine side chains close to one another will lower the
proton affinity of both of them, producing a stronger acid. At physiological pH the two side
chains will exist as a mixture of protonated and unprotonated states, enabling one of them to
function as an acid-base catalyst (Figure 2-3). Analogously, burying a single lysine side chain
in a hydrophobic pocket or cavity will lower its affinity for protons so that it will tend to be
unprotonated at neutral pH, a state in which it is more reactive to certain chemical processes.
One example of this effect is the enzyme pyruvate decarboxylase, where the active site is
hydrophobic. Model compounds that mimic the substrates of this enzyme react thousands of
times faster in non-polar solvents than they do in water. The enzyme favors the reaction by
providing a nonpolar environment that destabilizes the substrate, which is negatively charged,
and stabilizes the product, which is uncharged.

Once again, it is important to note that both of these situations are energetically unfavorable,
but the energy cost is offset by favorable interactions elsewhere in the protein. In addition,
long-range electrostatic effects in proteins can create a microenvironment in which the affinity
of an isolated side chain for a proton can be perturbed. The significance of this effect is to allow
a particular ionization state to predominate so that it can be exploited in the chemical 
reaction.
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Figure 2-3  Schematic of the active site of mandelate racemase showing substrate bound Lysine 164
is located very close to the catalytically important residue lysine 166, shown at the top left of the figure.
The proximity of these two positive charges lowers the proton affinity of both of them, making lysine
166 a better proton shuttle for the metal-bound substrate. Landro, J.A. et al.: Biochemistry 1994,
33:635–643.
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The flexibility of tertiary structure allows proteins to adapt to their 
ligands

In order to bind a ligand specifically a protein must have, or be able to form, a binding site whose
stereochemistry, charge configuration, and potential hydrogen-bond-forming groups are com-
plementary to those of the ligand. The classic analogy is that of a key fitting into a lock. This
analogy holds for many proteins and ligands: more than one key will sometimes fit into a lock
but most other keys will not, and usually only the right key will open the lock. Similarly, more
than one ligand will sometimes fit into a binding site on the surface of a protein, but most other
ligands will not, and usually only the right ligand will produce the “right” biological function.
However, the lock-and-key analogy implies rigidity of the protein (the lock) and of the ligand
(the key). In reality, both proteins and the ligands that bind to them are naturally flexible, so the
classic view has been augmented by a model of induced fit: during binding, each can adjust its
structure to the presence of the other and the protein can be said to “snuggle” around the ligand,
optimizing interactions between them (Figure 2-4). More fundamentally, this give and take on
the part of protein and ligand is essential for the biochemical activities of proteins.

Such conformational changes are allowed because of the inherent flexibility of proteins. In
undergoing conformational changes, the protein is responding to changes in the balance
between the forces that hold the tertiary structure together and the new interaction forces
provided by association with a ligand. It is because both the ligand and the molecule to which
it binds are flexible that many drugs that do not obviously resemble the biological ligand are
nonetheless able to bind tightly to a ligand-binding site (Figure 2-5). Both the drug and the
site can adjust somewhat to accommodate the difference in shape of the small molecule, 
provided that enough favorable interactions can be made to overcome any energetic cost of
the adjustments. 

Protein flexibility is essential for biochemical function

Although some proteins serve only to bind ligand, in most cases binding is followed by some
action. That action may be the chemical transformation of the ligand (catalysis), a conforma-
tional change in the protein, translocation of the protein to another part of the cell, transport
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Figure 2-4 Tight fit between a protein and its
ligand  A space-filling representation of the
catalytic domain of protein kinase A (blue)
bound to a peptide analog (orange) of its
natural substrate shows the snug fit between
protein and ligand, achieved by mutual
adjustments made by the two molecules. 
(PDB 1atp)

Figure 2-5  HIV protease, an enzyme from the virus that causes AIDS, bound to three different inhibitors The anti-viral action of some drugs used in AIDS
therapy is based on their ability to bind to the active site of viral protease and inhibit the enzyme. The protease inhibitors haloperidol (a) and crixivan (b) are
shown, with a peptide analog (c) of the natural substrate also shown bound to the enzyme. Each inhibitor clearly has a quite different structure and two of them
(a, b) are not peptides, yet all bind tightly to the active site and induce closure of a flap that covers it, a conformational change that also occurs with the natural
substrate. (PDB 1aid, 1hsg, 1a8k)
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induced fit: originally, the change in the structure of an
enzyme, induced by binding of the substrate, that
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of the ligand, alteration of the properties of the ligand if it is a macromolecule, or some
combination of these. In all cases, the structure of the protein must be flexible enough that
the net free energy released by binding and/or chemical transformation of the ligand can drive
the required changes in the protein’s structure or properties. Binding can range from weak
(dissociation constant Kd ~ 10–3 M) to extremely strong (Kd ~ 10–12 M or even tighter). In
the case of an enzyme, the protein must undergo a series of adjustments in order to allow bind-
ing, response to changes in ligand structure and subsequent release of ligand. Yet, if the 
protein is too flexible, neither specific recognition nor specific action can occur. For example,
adding small quantities of a denaturant such as urea or the detergent sodium dodecyl sulfate
(SDS) to a protein will often cause it to become less specific for the ligands it binds; adding a
bit more will greatly reduce or abolish biochemical activity, and these effects can occur long
before the structure completely unfolds. 

Conversely, observations on mutant enzymes that are stable at higher temperatures than normal
and have been shown to be more rigid, have shown that, at least for some such proteins, 
rigidifying the structure abolishes function. Comparisons of enzymes from organisms that live
at normal temperatures and from extreme thermophiles also show that the thermophilic
enzymes are less active than the normal ones at lower temperatures (Figure 2-6). The exact
mechanism of these effects is still under investigation, but it is possible that stability at higher
temperatures has been achieved at the expense of flexibility at lower ones, and that the proper
balance between flexibility and rigidity is necessary for many, if not most, proteins. 

Protein flexibility is a natural consequence of the weak forces that hold the tertiary structure
together; because the free energies of these interactions are close to the kinetic energy available
at ordinary temperatures (this energy is sometimes denoted as kT), such interactions are 
frequently breaking and reforming under physiological conditions. The marginally stable
nature of proteins also helps make them easier to degrade, and we discuss in Chapter 3 how
degradation enables the protein complement of a cell to be regulated. 

The degree of flexibility varies in proteins with different functions

Not all proteins are equally flexible. Although some very small rearrangements in atomic
positions always occur on ligand binding, a number of proteins behave as though they were
relatively rigid. Many of these are extracellular proteins, and their rigidity may help them
survive in the more hostile environment outside the cell. Other proteins undergo very large
shape changes when the correct ligand binds (Figure 2-7): we discuss these large ligand-
induced conformational changes in Chapter 3, in the context of ligands that regulate pro-
tein function.
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hyde-3-phosphate dehydrogenase from the
eubacterium Thermotoga maritima. Biochemistry
1990, 29:7584–7592.

Figure 2-7 Example of a large conformational
change The enzyme adenylate kinase can adopt
either an open or closed conformation
depending on which substrates are bound. 
(a) In the presence of AMP alone, no confor-
mational change occurs. (b) On binding of the
cosubstrate ATP, here in the form of the analog
AMPPNP, a large rearrangement occurs that
closes much of the active site. (PDB 2ak3, 1ank)

Figure 2-6  Differences in the temperature dependence of the specific activity of D-glyceraldehyde-3-
phosphate dehydrogenase (GAPDH) from two organisms  The red line shows the increase in enzyme
activity as the temperature rises for the enzyme from yeast, a mesophile (with optimal growth rate at
about 35 ºC). This is as expected because most reaction rates increase with increasing temperature.
Above 35 ºC, however, the activity drops precipitously as the protein becomes thermally denatured. 
The blue line shows the behavior of GAPDH from an extreme thermophile, Thermotoga maritima (whose
optimal growth rate is at about 85 ºC). At room temperature the activity of the thermophilic enzyme is
less than that of the mesophilic enzyme. One reason for this could be that the enzyme is more rigid at
this temperature than the mesophilic enzyme. At temperatures where the mesophilic enzyme begins to
denature, the thermophilic enzyme is still active and continues to be so beyond 70 ºC. The denaturation
temperature for this enzyme is above 85 ºC. Wrba, A. et al.: Biochemistry 1990, 29:7584–7592. 0
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Binding sites for macromolecules on a protein’s surface can be concave,
convex, or flat

The specific recognition of a macromolecule by a protein usually involves interactions over a
large contiguous surface area (hundreds of square Ångstroms) or over several discrete binding
regions (Figure 2-8). A macromolecule will make many points of contact with the protein’s 
surface; these add up to provide a great deal of binding energy, so a binding site for a macro-
molecule can occur, in theory, anywhere on a protein’s surface. Consequently, accurate prediction
of a macromolecule-binding site on the surface of an experimentally determined or modeled
protein structure is difficult. The most frequently observed sites are protruding loops or large
cavities because these provide specific shape complementarity, but relatively flat binding sites
are also found. Many binding sites for RNA or DNA on proteins are protruding loops or alpha
helices that fit into the major and minor grooves of the nucleic acid (Figures 2-9a, b). These
protrusions do not have any obvious common features that make them identifiable from a simple
examination of the protein’s structure, and most do not even have the same structure in the
unbound protein and when ligand is bound. 

Binding sites for small ligands are clefts, pockets or cavities

Many important biological ligands are small molecules: examples are the substrates for enzyme
catalysis; cofactors that bind to the active sites of enzymes and contribute to catalysis; and
allosteric effectors, which bind at sites remote from the active site yet modulate enzyme activity.
(These will be discussed later, in sections 2-6 to 2-16.) Such small-molecule ligands bind at
depressions on the protein surface, except in certain cases when they are buried within the 
protein’s interior. Deep binding pockets allow the protein to envelop the ligand and thus use
complementarity of shape to provide specificity (see Figure 2-2). They hinder access of water

2-3 Location of Binding Sites

Figure 2-8 The complex between human
growth hormone and two molecules of its
receptor (a) Ribbon diagram of the complex.
Two different protein–protein interfaces can be
made by one molecule of growth hormone
(yellow) with two identical receptor molecules
(orange and green). (b) A space-filling model 
of the complex shows the tight fit at both
interfaces. Kossiakoff, A.A. and De Vos, A.M.:
Adv. Protein Chem. 1998, 52:67–108.

Figure 2-9 Two protein–DNA complexes (a) The complex between the bacterial diphtheria toxin gene
repressor protein and the tox operator DNA sequence to which it binds. The repressor is a natural
homodimer and two dimers bind to the pseudo-symmetrical operator sequence. The DNA sequence is
recognized in the major groove by a helix in a helix-turn-helix motif, a feature often seen in DNA-binding
proteins. (b) Structure of the complex between the eukaryotic Gal4 transcription factor and DNA. The
interaction occurs in the major groove again, but this time the recognition unit contains a loop of chain that
is stabilized by a cluster of zinc ions (not shown). Marmorstein, R. et al.: Nature 1992, 356:408–414.
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cavity: a completely enclosed hole in the interior of a
protein. Cavities may contain one or more disordered
water molecules but some are believed to be completely
empty.

structural domain: a compact part of the overall
structure of a protein that is sufficiently independent
of the rest of the molecule to suggest that it could fold
stably on its own.
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to the bound ligand, which can be important for many enzyme reactions. Clefts or cavities can
easily provide unusual microenvironments. And they enable even a small molecule to have
enough contact points to bind strongly if that is needed. This characteristic of ligand-binding
sites means that they can often be identified even in the structure of an unliganded protein:
one looks for a large cleft or pocket on the protein surface or, if none is obvious, an internal
cavity large enough to accommodate the ligand.

Binding in an interior cavity requires that the ligand diffuses through the protein structure
within a reasonable time frame. Protein structural flexibility can allow such penetration, even
for large substrates (Figure 2-10). It is not known for certain whether there are multiple path-
ways by which a ligand can “worm” its way through to a buried cavity, but computer simulations
suggest that there can be. Another possibility is that the enzyme could exist in an open and
closed state, with substrate binding to the open form triggering a conformational change
(domain or flap closure) that sequesters the active site.

Catalytic sites often occur at domain and subunit interfaces

Enzyme active sites and most receptor binding sites for small ligands are found at generally 
predictable locations on protein surfaces. If a protein has more than one structural domain, then
the catalytic site will nearly always be found at the interface between two of them, or all of them.
If the protein is composed of more than one subunit, then the active site will often be found at an
intersubunit interface. And if both conditions apply, then the active site will usually be located at
a site corresponding to both an interdomain and an intersubunit interface (Figure 2-11).
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Figure 2-10 Structure of bacterial cytochrome P450 with its substrate camphor bound The active site
of this enzyme contains a catalytic heme group (purple) most of which is completely buried inside the
protein. There is no obvious route from the exterior to the active-site pocket in the average structure.
Fluctuations in the structure must open a transient path or paths for the substrate camphor (red) to
bind. Poulos, T.L. et al.: J. Mol. Biol. 1987, 195:687–700. 

Figure 2-11 Structure of the dimeric bacterial
enzyme 3-isopropylmalate dehydrogenase
The two active sites are indicated by the
presence of the bound cofactor NADPH
(yellow). Each site occurs at an interface
between the two subunits (blue/light-blue and
red/brown) of the enzyme and also at an
interface between the two domains of each
subunit (blue and light-blue; red and brown).
Imada, K. et al.: J. Mol. Biol. 1991,
222:725–738.
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Binding sites generally have a higher than average amount of exposed
hydrophobic surface

Protein surfaces are never completely polar as there are always isolated nonpolar groups in
contact with the solvent. Ligand-binding sites, however, are generally distinguished by a
much higher than average amount of exposed hydrophobic surface area: they are sites where
nonpolar groups tend to be clustered on the protein surface, and this physical-chemical 
characteristic can sometimes be used to recognize them (Figure 2-12).

Binding sites for small molecules are usually concave and partly
hydrophobic

Large hydrophobic areas on the surface of a protein lead to self-association and indeed they are
the basis for oligomerization (see section 1-20). Hydrophobic ligand-binding sites do not,
however, lead to oligomerization of the protein because they are usually too small and too concave
to allow the protein to self-associate. But they will readily associate with a small-molecule 
ligand that they can interact with more favorably than with the water that covers them. Thus
the combination of a high degree of concavity plus considerable exposed hydrophobic surface
is reasonably diagnostic of a binding site for a small molecule on the surface of the protein. 

Weak interactions can lead to an easy exchange of partners 

As well as the large hydrophobic areas that lead to stable oligomerization, many proteins have
smaller hydrophobic patches that are important in more transient protein–protein interactions.
These occur, for example, in associations between the components of signal transduction
pathways which must form and dissociate according to need. These hydrophobic patches are
generally not only smaller but also less hydrophobic than those involved in oligomerization,
reflecting the need for the two partners to exist independently in the aqueous environment of
the cell. Because the favorable interactions at the interface between such proteins are often 
relatively few, and each individual interaction at the interface is weak, some of them, perhaps
many, may be broken at any given time. Thus, given an existing protein–protein complex, and
other proteins that can make weak interactions of a similar total energy with the partners in
the complex, the dissociated components of the complex can combine with the other proteins
to form new associations. This process is termed partner swapping and is the basis for many
of the dynamic protein associations needed for signal transduction pathways. 

In signal transduction, proteins such as kinases, phosphatases, and G-protein effectors are 
targeted to other proteins by specialized modules such as the SH2 domain, which recognizes
phosphotyrosine-containing peptides on other proteins. For example, many hormones, growth
factors, and immune regulators signal to the cell nucleus through STAT (signal transducer and
activator of transcription) molecules, which bind to phosphotyrosine on the receptor tails via
their SH2 domains. The STAT molecules are then themselves phosphorylated, and their SH2
domains dissociate from the receptor and bind to the phosphotyrosine on the other STAT 
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Figure 2-12 Surface view of the heme-binding
pocket of cytochrome c6, with hydrophobic
residues indicated in yellow  The area around
the heme (red) is very nonpolar because this
protein must bind to another protein via this
site to form an electron-transport complex
involving the heme. The blue area indicates the
presence of two positively charged residues
important for heme binding. Graphic kindly
provided by P. Roesch. Beissinger, M. et al.:
EMBO J. 1998, 2:27–36.

Figure 2-13 Partner swapping in a signaling pathway  Binding of a signaling molecule to its receptor
induces tyrosine phosphorylation by JAK kinase molecules of the cytoplasmic domains of the receptor,
which then bind STAT molecules. This leads to tyrosine phosphorylation of the STAT molecules which
dissociate from the receptor and instead bind through the same domains to the phosphotyrosine on the
other STAT molecule, thereby forming dimers which migrate to the nucleus and bind to DNA, activating
genes with various cellular effects.
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affinity: the tightness of a protein–ligand complex.

anisotropic: behaving differently in different direc-
tions; dependent on geometry and direction.

domain swapping: the replacement of a structural 
element of one subunit of an oligomer by the same
structural element of the other subunit, and vice versa.
The structural element may be a secondary structure
element or a whole domain.

partner swapping: exchange of one protein for another
in multiprotein complexes.
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molecule to form an active signaling dimer (Figure 2-13). Such partner swapping is easy because
the interactions between the STAT and the receptor are weak and each possible complex has about
the same energy. However, because the STAT molecules become bound to one another by two
SH2–phosphotyrosine interactions instead of one, as in the initial STAT–receptor interaction, the
STAT dimer once formed is relatively stable and this association is unlikely to be reversed.

Domain swapping has been found in viral coat proteins (Figure 2-14) and signal transduction
proteins. The inactive form of the enzyme PAK1 protein kinase is a domain-swapped dimer in
which a regulatory domain from each monomer inhibits the active site of the other monomer.
When an activator protein, such as Cdc42 in its GTP-bound form, binds to this regulatory
domain, it relieves the domain swapping and frees the active site.

Displacement of water also drives binding events

A protein in solution is completely surrounded by water (see Figure 1-25). Some of these water
molecules will interact more or less tightly with the protein surface. In fact, it is generally
accepted that at least a single layer of bound water molecules should be considered an integral
part of a protein structure. However, in order for a ligand which is itself surrounded by water
molecules to bind to a solvated protein, both water layers must be disrupted and, at least
partially, displaced. Thus, the protein and the ligand would exchange a layer of waters for
favorable interactions with each other, and the enthalpic cost of releasing the surface waters
can be balanced by the favorable enthalpy of the new interactions as well as by the hydrogen
bonds the water can make with other solvent molecules. 

The relationship between these energetic contributions is not simple. Although it might seem
that the free energy of a water hydrogen bond to a protein group would be comparable to that
of a hydrogen bond with another water molecule, the difference in enthalpy could be either
positive or negative, depending on the microenvironment on the protein surface. For example,
in an environment of reduced polarity, a hydrogen bond between a water molecule and a serine
side chain could be stronger than in aqueous solution because the electrostatic attraction is greater
in a medium of low polarity. Further, it is likely that some protein-bound waters gain entropy
when they are displaced. Thus, the free energy of ligand binding will depend on the tightness of
the water interactions with the protein surface. Although there are many potential binding sites
on the irregular, largely polar protein surface, the sites where ligands actually bind will be those
where favorable interactions can occur and where bound solvent can also be displaced.

Contributions to binding affinity can sometimes be distinguished from
contributions to binding specificity

Although the displacement of water may provide some of the energetic driving force for ligand
binding, from a practical point of view one often needs to distinguish between contributions to
the affinity, or strength, of such binding and contributions to ligand specificity. It is generally
accepted that the affinity between a protein and its ligand is chiefly due to hydrophobic inter-
actions, which are non-directional, whereas specificity of binding is chiefly due to anisotropic,
or directional, forces such as hydrogen bonding (Figure 2-15). The evidence for this view comes
largely from measurements of ligand affinities between mutant proteins and altered ligands.
However, the relative contributions of the different types of interactions to specificity and affin-
ity will clearly vary from case to case, so conclusions drawn from mutational analysis may be
misleading in the absence of a thorough investigation of the structure of the mutant with bound
ligand and a thermodynamic analysis of the changes in binding energy.
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Figure 2-15 Ligand binding involving
hydrophobic and hydrogen-bond interactions
The binding of the lipid oleate (green) to the
maize lipid-transport protein nsLTP involves
mainly hydrophobic interactions of uncharged
polar or nonpolar residues with the lipid tail,
and hydrogen bonds (red dotted lines) to the
charged head group.

Figure 2-14 Domain swapping in the
papilloma virus capsid protein Schematic
representation of the conformational
rearrangement of the carboxy-terminal arm of
the papillomavirus capsid protein required for
the stable assembly of the virus coat. On the
structure of isolated capsid protein (top), the
carboxy-terminal region of the polypeptide
(red) is folded back and interacts with the rest
of the protein. On the full-size virus particle, the
arm “invades” the adjacent subunit on the
surface of the virus, and makes a similar
interaction with the other molecule. The domain
swapping stabilizes trimers of the coat protein.
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Proteins as frameworks, connectors and scaffolds 

Cells are not just structureless bags filled with freely floating molecules. All cells are surrounded
by a protein-reinforced membrane; some have a cell wall that is primarily protein and carbo-
hydrate. Internal structures within the cell also are made up of particular structural proteins
that confer shape, strength and flexibility on these cellular structures. In some cases, structural
proteins are assisted by DNA, RNA, lipid and carbohydrate molecules; in other cases the
structure is built up from a large number of different proteins. The ribosome, for example, has
over a hundred different protein components that stabilize the folded form of the ribosomal
RNA, which provides the catalytic function (Figure 2-16). 

There is a dynamic character to many of these subcellular structures. In some, for example
muscle, the structure itself can change shape in response to external stimuli; in other cases, the
structural proteins provide a framework for dynamic processes to occur, driven by other types
of proteins. The actin filaments that provide the tracks along which many proteins and protein
complexes run within the cell are an example of such a framework. Some structural proteins
form temporary structures that are then destroyed when no longer needed. Fibrinogen, the
primary component of blood clots, is such a protein: it polymerizes to form a dense fibrous
mass but dissolves when the wound is healed. The inappropriate formation of such structures
can underlie serious human diseases. Unregulated clotting can lead to fatal thromboses; 
aggregation of beta-amyloid protein, which is not normally a structural protein but becomes
one after proteolytic cleavage, produces the amyloid fibrils associated with Alzheimer’s disease. 

Some structural proteins only form stable assemblies

Many of the structural components of cells and organisms are designed to be permanent: they
are neither altered nor destroyed during the lifetime of the organism. Such assemblies can be
constructed from proteins alone, as in the case of silk, collagen, elastin or keratin, or the coat
proteins of a virus (see Figure 1-74k), or from protein plus some other component, as in the
case of cartilage, which is composed of protein plus carbohydrate.

There are two ways in which these structures can be stabilized. One is by protein–protein
interactions alone. Although such interactions are noncovalent and thus relatively weak in ener-
getic terms, there can be enormous numbers of them in any given structural assembly, which
produces an overall stabilization equal to many covalent bonds. To make the assembly take on
a particular shape, the interactions also need to be specific. One way to achieve a large number
of specific weak interactions is to place the complementary surfaces on simple repeating 
secondary structure elements such as alpha helices and beta strands. Stable assemblies are thus
often coiled coils of long helices or stacks of beta sheets, and to achieve regularity the sequences
of the component proteins are often made up of simple repeating motifs, which can be recognized
easily in sequence analysis. Collagen, the fibrous component of tendons, is one example of
such a structure: the basic component of collagen is a triple helix of three protein chains made
up of repeating GlyXY sequences (Figure 2-17). Variability at the third position in the repeat
can impart special local properties. Silk is an example of a stack of beta sheets (see Figure 1-1).
The other way of stabilizing structural assemblies is by covalent cross-linking of their protein
components. For example, the structure of collagen is stabilized further by covalent cross-
linking. This is initiated by the enzyme lysyl oxidase which converts the terminal amino groups
in the side chains of lysine residues to peptidyl aldehydes. These then undergo a number of
uncatalyzed reactions that cross-link the chains. Elastin, the protein that gives lung tissues their
elastic properties, is stabilized by the same cross-linking reaction: the cross-links hold the 
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scaffold protein: a protein that serves as a platform
onto which other proteins assemble to form functional
complexes.

Figure 2-16  Structure of the 50S (large)
subunit of the bacterial ribosome The
ribosomal RNA is shown in red and grey, while
most of the structural proteins are shown as
blue space-filling models. Two of the proteins
(L1 and L11) are shown as backbone diagrams
in green because their positions are not known
and have been arrived at by modeling. Graphic
kindly provided by Poul Nissen and Thomas
Steitz.
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Figure 2-17 Structure of collagen The
collagen triple helix is a coiled-coil structure in
which each of the three protein chains is made
up of repeating GlyXY sequences, where X is
often proline (in the example shown here, Y is
also proline). The hydrophobic nature of this
repeat results in a set of regularly spaced
hydrophobic sites along each chain; these
complementary sites plus interchain hydrogen
bonds (red dotted lines) hold the triple helix
together. In collagen fibers, multiple triple
helices are aligned end-to-end and side-by-side
in a regular fashion, producing the light and
dark bands observed when collagen fibers are
imaged in an electron microscope. 



individual polypeptide chains in a rubber-like network. Deficiency in lysyl oxidase activity is
associated with the genetic diseases Type IX Ehlers-Danlos syndrome and Menkes syndrome,
which are characterized by loss of stability and elasticity in the connective tissues.

Some catalytic proteins can also have a structural role 

The regular assemblies formed by structural proteins very often have cellular functions that
require time-dependent changes in shape or conformation or some other property of the
assembly. These changes are often brought about by changes in the structure of a single
component of the multicomponent assembly, which in turn derive from the energy released
by a chemical process. This may be merely the binding of another protein or small molecule—
as small as a proton if the change is pH-driven as in the conformational changes required for
fusion of viruses to cell membranes—but is usually a protein-catalyzed chemical transformation
such as the hydrolysis of ATP. 

Muscle is an example of such a multicomponent assembly, in which the dynamic component is
the motor protein myosin II. Muscle is composed chiefly of interdigitating actin filaments and
myosin filaments, held together by other structural proteins. Myosin II is a homodimer of two
main subunits, each with a long helical “tail” and a head domain that contains both a binding
site for an actin filament and a catalytic site. The two tails form an extended coiled coil which
associates with those of other myosin molecules to form the thick myosin filament, from which
the heads protrude at regular intervals. Hydrolysis of ATP at the catalytic site produces a 
conformational change in the head domain that results in a change in the position of the head
on the actin filament; this motion causes the myosin and actin filaments to slide against each
other, thus causing the muscle fiber to contract. Myosin II is thus a structural protein (it forms
filaments), a catalytic protein (an ATPase), and a motor protein involved in cell motility.

Some structural proteins serve as scaffolds

When signals external to the cell are transmitted inside the cell, the kinases, phosphatases and 
transcription factors that make up the intracellular signal transduction pathways must find each
other in order to carry out the sequence of reactions that transmit the signal. Diffusion of a 
protein across a typical eukaryotic cell can occur in a few milliseconds, but for two randomly dis-
tributed proteins the time to interact by diffusion will be much longer, implying that specific
recruitment is needed. Sometimes this recruitment occurs by localizing one or more of the 
components to the cell membrane, but in other cases specific structural proteins serve as scaffold
proteins onto which the other members of the pathway assemble, forming a signaling complex. 

Mitogen-activated protein kinase (MAPK) signal transduction cascades form such molecular
assemblies within cells. The spatial organization for these is provided by scaffold proteins. Yeast
Ste5p was the first MAPK cascade scaffold protein to be described. Ste5p selectively tethers the
MAP kinases MAPKKK, MAPKK and MAPK, which act sequentially in the pheromone-
stimulated yeast mating pathway. Recent work indicates that Ste5p is not a passive scaffold but
plays a direct part in the activation of the MAPKKK by interacting with a heterotrimeric G
protein and another kinase. This activation event requires the formation of an active Ste5p
oligomer and proper recruitment of Ste5p to the cell cortex, forming a “signalosome” linked
to a G protein (Figure 2-18). Many other such scaffold proteins have been identified. They can
often be detected in sequence analysis because they frequently contain repeats of known 
protein–protein interaction domains such as RING-H2, WW and WD40 domains. These will
be discussed in detail in Chapter 3.
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Figure 2-18 The Ste5p scaffold Ste5p is
essential for the yeast response to mating
pheromone and binds the sequential kinase
components of a mitogen-activated protein
kinase (MAPK) cascade: these are the
MAPKKK, the MAPKK and the MAPK.
Pheromone stimulation releases the G-protein
components Gbg, which recruit Ste5p and a
cytoplasmic kinase (not shown) to the plasma
membrane, activating the MAPK cascade.
Pathway activation is thought to be coordinated
with the conversion of a less active closed form
of Ste5p containing a protected RING-H2
domain into an active Ste5p dimer that can
bind to Gbg and form a multimeric scaffold
lattice upon which the kinase components of
the MAPK cascade can assemble.
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Catalysts accelerate the rate of a chemical reaction without changing
its overall equilibrium

In the ligand-binding events we have discussed so far, the ligand is unchanged on binding the
protein. We now turn to the actions of enzymes—biological catalysts whose ligands undergo
chemical transformation during metabolism, biosynthesis and in many of the signaling and
motor activities of cells. A catalyst is any substance that accelerates the rate of a chemical 
reaction without itself becoming permanently altered in the process. The word permanently is
important, because, as we shall see, enzymes often undergo transient alteration in both their
conformation and covalent structure while catalyzing reactions; but by the end of the overall
reaction they are always restored to their original condition. Although most enzymes are 
proteins, a number of RNA molecules also function as catalysts (termed ribozymes), including
the ribosomal RNA on the large subunit of the ribosome, which has been shown to be the 
catalyst of peptide-bond formation during protein synthesis. 

Enzymes can be extraordinarily efficient catalysts. The transformation of orotidine 5¢-
monophosphate (OMP) to uridine 5¢-monophosphate (UMP) (Figure 2-19a) is a key
decarboxylation reaction in purine biosynthesis. In free solution, the uncatalyzed reaction is
estimated to take approximately 78 million years to go halfway to completion (obviously, this is
an estimated, not measured, rate). But when the same reaction is catalyzed by the enzyme
orotidine 5¢-monophosphate decarboxylase (OMP decarboxylase or ODCase; Figure 2-19b), it
is completed in less than a second—an increase in reaction rate of 1017-fold. OMP decarboxylase
is not the only enzyme that is known to accelerate a reaction by more than a billion fold; catalytic
accelerations of this magnitude or more are common in biology (Figure 2-20), and are the reason
that living organisms can exist at moderate temperatures. In the absence of an efficient catalyst,
a reaction such as OMP decarboxylation would require very high temperatures to proceed at a
measurable rate. Since primordial enzymes are unlikely to have been very efficient—the
assumption being that catalytic proficiency requires billions of years of evolution by trial-and-error
through random mutations—it is thought that the earliest living organisms were probably
extreme thermophiles, unicellular microorganisms that live at high temperatures. Such organisms
can still be found today, in hot springs such as those in America’s Yellowstone National Park. 

All chemical transformations, even those that are not obviously reversible, actually represent
equilibria that involve forward and backward reactions. Each has a characteristic equilibrium
constant, which is the ratio of the concentrations of the products (multiplied together) to the
concentrations of the reactants (multiplied together) that are present when equilibrium is
attained. The equilibrium constant can also be determined by the relative rates of the forward
and reverse processes. A reaction whose forward rate is faster than its reverse will have more
product than reactant at equilibrium, whereas one where the back reaction is faster will have a
preponderance of reactant. As the chemical transformations in the back reaction just follow
the same path but in the opposite direction, any catalyst, including an enzyme, will speed up
the forward and the back reaction by the same amount, leaving the relative concentrations of
product(s) and reactant(s) at equilibrium unchanged. Thus, catalysis accelerates the rate at which
equilibrium is reached, but not the final equilibrium concentrations (or the equilibrium constant).

Catalysis usually requires more than one factor

For over a century biochemists have been fascinated by the enormous catalytic power of
enzymes. Rate accelerations of up to 1017, as with ODCase, are so far beyond those achievable
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activation energy: the energy required to bring a
species in a chemical reaction from the ground state to
a state of higher free energy, in which it can transform
spontaneously to another low-energy species.

activation-energy barrier: the higher-energy region
between two consecutive chemical species in a 
reaction.

catalyst: a substance that accelerates the rate of a 
reaction without itself being permanently altered.

equilibrium: the state at which the rate of the forward
reaction and the rate of the reverse reaction in a chemical
transformation are equal. At equilibrium, the relative
concentrations of reactants and products no longer
change, although the reaction continues to occur.

equilibrium constant: the ratio of the product of the
concentrations of reaction products to the product of
the concentrations of reaction reactants. For a reaction
of the general form A + B = C + D, the equilibrium 
constant Keq is [C][D]/[A][B],where [X] is the concentration
of X, usually in moles per liter. This definition is a simpli-

fication that neglects effects at high concentrations.

ground state: a species with low free energy; usually,
the non-activated state of any substance.

intermediate: a species that forms transiently along
the path from substrate to product.

substrate: the molecule that is transformed in a reaction.

transition state: the species of highest free energy
either in a reaction or a step of a reaction; the highest
region on the activation-energy barrier.
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Figure 2-19 The enzyme orotidine 5¢¢-
monophosphate decarboxylase catalyzes the
transformation of orotidine 5¢¢-monophosphate
to uridine 5¢¢-monophosphate (a) The reaction
catalyzed by orotidine 5¢-monophosphate
decarboxylase (ODCase). This reaction does
not occur readily at room temperature in the
absence of a catalyst. ODCase accelerates the
rate of the reaction 1017-fold. R = the ribose
phosphate group of the nucleotide. (b) The
structure of ODCase. The product, UMP, is
shown bound in the active site. 



in ordinary laboratory reactions that it was long thought that there must be some special,
undreamed-of catalytic principle that enzymes use. But after decades of intense research,
including the determination of the atomic structure of many enzyme–substrate complexes, it
has become apparent that there is no unique secret to enzymatic catalysis. Enzymes have at their
disposal a variety of simple contributory factors to help them attain huge rate accelerations; each
enzyme uses a combination of several of these, but the particular combination, and especially
the relative importance of each one, vary from enzyme to enzyme. 

Some of these factors are physical in nature: they depend on the structure and physical properties
of the enzyme and on the ability to orient the ligand very precisely relative to catalytic residues
in the active site. Others are chemical: they involve the chemical properties of the amino acids
(and cofactors, if any) that make up the enzyme, including their ability to stabilize unstable
chemical species by weak interactions, their ability to polarize bonds, and their ability to form
covalent adducts. There are some enzymes in which a single catalytic factor predominates, but
these are the exception. Similar enzymes from different organisms may also have subtle differences
in the balance of contributions of the different factors. It is the net contribution of many 
simple effects, not any one special feature unique to living organisms, that accounts for the
extraordinary power of enzymes to speed up reactions, thereby providing the chemistry necessary
to sustain life at ordinary temperatures and pressures.

Catalysis is reducing the activation-energy barrier to a reaction

For a chemical reaction to occur, the reactants (which in enzymology are generally called 
substrates) must undergo rearrangements in stereochemistry, charge configuration, and covalent
structure. If the reactant is a stable compound, there will be a free-energy barrier to such transfor-
mations, even if the product of the reaction is more stable. The higher this barrier, the slower the
reaction and the more difficult the chemical step is to achieve. The energy required to overcome
this barrier is known as the activation energy, and the barrier is called the activation-energy 
barrier, because, in order to react, the substrate must attain a higher free-energy state and in this
state is said to be activated. We shall see examples of how activation is achieved in later sections.
The transition state is the highest point in free energy on the reaction pathway from substrate
to product; it is the top of the activation-energy barrier (see TSu in Figure 2-21). Chemically, it
is a species that exists for about the time required for a single atomic vibration to occur (about
10–15 s). In the transition state, the making or breaking of chemical bonds in the reaction is not
yet complete: the atoms are “in flight”. The stereochemistry and charge configuration of the 
transition state is thus likely to be quite different from that of either the substrate or the product,
although it may resemble one more than it does the other.

The activation free-energy barrier must be overcome for the reaction to proceed. One way to
speed up the reaction is therefore to lower the barrier, either by raising the free energy, or
ground state, of the reactant—or of the product in the reverse direction (all relative to some
standard state). An alternative way of lowering the barrier is to lower the free energy of the
transition state: this would correspond to stabilizing it, as molecules of lower energy are more
stable. Still another is to cause the reaction to take a different path, one in which there may
well be more free-energy “hills” than for the uncatalyzed reaction, but along which every hill
is smaller. In such cases there will be local “valleys” of free energy between the hills; these
metastable molecules, usually of relatively high free energy, are called the intermediates in the
reaction. This third option is shown in Figure 2-21. Enzymes, as we shall see, employ all these
catalytic tricks.
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Cyclophilin 2.8 x 10–2 1.3 x 104 4.6 x 105

Carbonic anhydrase 1.3 x 10–1 106 7.7 x 106

Chymotrypsin 4 x 10–9 4 x 10–2 107

Triosephosphate isomerase 6 x 10–7 2 x 103 3 x 109

Fumarase 2 x 10–8 2 x 103 1011

Adenosine deaminase 1.8 x 1010 370 2.1 x 1012

Urease 3 x 10–10 3 x 104 1014

Alkaline phosphatase 10–15 102 1017

ODCase 2.8 x 10–16 39 1.4 x 1017

Comparison of Uncatalyzed and Catalyzed
Rates for Some Enzymatic Reactions
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Figure 2-20 Table of the uncatalyzed and
catalyzed rates for some representative
enzymatic reactions  k is the rate constant for
the reaction. Adapted from Radzicka, A. and
Wolfenden, R.: Science 1995, 267:90–93.

Figure 2-21 Energetics of catalysis The
energy course of a hypothetical reaction from
substrate S to product P can be described in
terms of transition states and intermediates. For
the uncatalyzed reaction (blue curve) a single
transition-state barrier determines the rate at
which product is formed. In the presence of a
catalyst (red curve), which in this case is acting
by changing the pathway of the reaction and
introducing additional smaller activation-energy
barriers, intermediate I1, formed by crossing
transition-state barrier TSc1, leads to transition-
state barrier TSc2. Its free energy (DGc),
although the highest point in the reaction, is
considerably lower than the free energy (DGu)
of the uncatalyzed transition state, TSu. After
formation of a second intermediate, I2, a third
transition state, TSc3, leads to product. Because
TSc2 is the highest transition state in the
catalyzed reaction, the rate at which the
reactants pass over this barrier determines the
overall rate and thus it is said to be the rate-
determining transition state of the catalyzed
reaction. The rate-determining step of this
reaction is thus the conversion of I1 to I2.



Reactive groups in enzyme active sites are optimally positioned to
interact with the substrate 

In any enzyme-catalyzed reaction, the first step is the formation of an enzyme–substrate complex
in which the substrate or substrates bind to the active site, usually noncovalently. Specificity of
binding comes from the close fit of the substrate within the active-site pocket, which is due
primarily to van der Waals interactions between the substrate and nonpolar groups on the
enzyme, combined with complementary arrangements of polar and charged groups around
the bound molecule. This fit is often so specific that even a small change in the chemical
composition of the substrate will abolish binding. Enzyme–substrate dissociation constants
range from about 10–3 M to 10–9 M; the lower the value the more tightly the substrate is
bound. It is important that an enzyme does not hold onto its substrates or products too tightly
because that would reduce its efficiency as a catalyst: the product must dissociate to allow the
enzyme to bind to another substrate molecule for a new catalytic cycle.

Formation of a specific complex between the catalyst and its substrates does more than just
account for the specificity of most enzymatic transformations: it also increases the probability
of productive collisions between two reacting molecules. All chemical reactions face the
same problem: the reacting molecules must collide in the correct orientation so that the
requisite atomic orbitals can overlap to allow the appropriate bonds to be formed and broken.
If we consider, in general terms, that a molecule can have a “reactive side” where the chemical
changes take place and an “unreactive side” where they do not (at least immediately; the
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Figure 2-22 The electrostatic potential around
the enzyme Cu,Zn-superoxide dismutase Red
contour lines indicate net negative electrostatic
potential; blue lines net positive potential. The
enzyme is shown as a homodimer (green
ribbons) and two active sites (one in each
subunit) can be seen at the top left and 
bottom right of the figure where a significant
concentration of positive electrostatic potential
is indicated by the blue contour lines curving
away from the protein surface. The negative
potential elsewhere on the protein will repel the
negatively charged superoxide substrate (O2–•)
and prevent non-productive binding, while the
positive potential in the active site will attract it.
Graphic kindly provided by Barry Honig and
Emil Alexov.

Figure 2-23  Schematic diagram showing some of the ways in which electrostatic interactions can
influence the binding of a ligand to a protein (a) Electrostatic forces and torques can steer the ligand
(green) into its binding site on the protein (shown in yellow). (b) Some binding sites are normally
shielded from the solvent and can be kept “closed” by salt links between groups on the protein surface.
If the correct substrate disrupts these salt links it can gain access to the binding site. This is known as
“gated” binding. Alternatively, the dynamics of the protein may open and close such a site transiently
(as indicated by the yellow arrows). (c) Electrostatic interactions, particularly salt links and hydrogen
bonds, between ligand and protein can contribute to the affinity and specificity of binding and to the
orientation of the ligand in the binding site and the structure of the complex formed. All three of these
ways of exploiting electrostatic interactions can be used by a single enzyme. Adapted from Wade, R.C. 
et al.: Proc. Natl Acad. Sci. USA 1998, 95:5942–5949.
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gated binding: binding that is controlled by the opening
and closing of a physical obstacle to substrate or
inhibitor access in the protein.

reaction sub-site: that part of the active site where
chemistry occurs.

specificity sub-site: that part of the active site where
recognition of the ligand takes place.
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molecule may rearrange during the reaction), then in a simple reaction in which two 
molecules combine, both of them must collide reactive side-to-reactive side. Any other 
orientation and the collision will be non-productive. Thus, if both molecules first bind to
an enzyme active site, and do so in such a way that their reactive portions are juxtaposed,
the probability of a reaction is optimized. In solution, when two molecules collide but do
not react they bounce off each other more or less randomly. On the enzyme, however, once
the first reactive molecule has bound, it will stay there for some time, waiting for the second
to come along. If that molecule does not bind productively, the first one may still remain
associated with the enzyme (depending on the affinity constant) long enough for many
other collisions to be tried. 

In addition, enzyme active sites may even have evolved to attract their substrates so that finding
the active site is not a random process. Most biological molecules are charged (so they can be
retained within a cell by their insolubility in the hydrophobic membrane that surrounds it).
Although active sites have exposed hydrophobic patches, the overall electrostatic field pro-
duced by the protein with all its polar and charged groups can yield an electrostatic potential
with a net charge in the active-site region (Figure 2-22). It is possible that this net potential
may “draw” the substrate into the oppositely charged active site, increasing the probability of
productive binding (Figure 2-23a). Other ways in which electrostatics can aid in binding are
illustrated in Figure 2-23b and c.

In most cases, there is a further critical factor in the facilitation of reactions by enzyme active
sites. Usually, the enzyme itself supplies one or more of the chemical groups that participate in
catalysis. Groups that are already part of the active-site structure in the folded protein before
the substrate binds are already oriented properly for catalysis, or become so as the enzyme
binds its substrate. The folding energy of the protein has already paid most, if not all, of the
cost of positioning these groups, so there will be no unproductive collisions because they are
in the wrong orientation. Every substrate molecule that forms the enzyme–substrate complex
will therefore be exposed to an environment in which the catalytic groups are positioned 
correctly, relative to the substrate, for the desired reaction to take place. 

In fact, the reactive portion of the substrate need not be the part that is used to hold it at the
enzyme surface. An enzyme can recognize and interact with the remote parts of the substrate
molecule, parts not involved in the chemistry, and use these interactions to hold and orient the
substrate. This is a general principle: enzyme active sites consist of a specificity sub-site and a
reaction sub-site, and in these protein groups are positioned around different parts of the
substrate. In the specificity sub-site the enzyme uses polar and nonpolar groups to make weak
interactions with the substrate; in the reaction sub-site other groups on the enzyme carry out
the chemistry (Figure 2-24). In some cases the same amino-acid residue may participate in
both specific substrate binding and catalysis. This design feature makes excellent sense. During
the catalytic reaction, portions of the substrate molecule will undergo changes in geometry,
charge and covalent bonding. If an enzyme had binding interactions with parts of the substrate
that had to undergo rearrangement, those interactions would have to be broken before the
substrate could change its structure, which could slow the enzyme down. The dual nature of
enzyme active sites is being exploited in medicine and industry to design new catalysts.
Amino-acid changes can often be made in the specificity sub-site of an enzyme without affecting
its catalytic sub-site. So an enzyme that originally catalyzed a reaction involving positively
charged substrates, for example, can sometimes be altered to perform exactly the same
chemistry on new substrates that are negatively charged.
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Figure 2-24 Schematic diagram of the active
site of E. coli aspartate aminotransferase
The enzyme uses a pyridoxal phosphate (PLP)
cofactor (purple) and lysine (yellow outline) to
carry out chemistry. The substrate amino acid
(green) reacts with the cofactor to form an
adduct (as shown in this model) which then
rearranges to give product. Substrate
specificity for the negatively charged aspartic
acid substrate is determined by the positively
charged guanidino groups of arginine 386 and
arginine 292, which have no catalytic role.
Mutation of arginine 292 to aspartic acid
produces an enzyme that prefers arginine to
aspartate as a substrate. Adapted from Cronin,
C.N. and Kirsch, J.F.: Biochemistry 1988,
27:4572–4579; Almo, S.C. et al.: Prot. Eng.
1994, 7:405–412. 



Some active sites chiefly promote proximity

Binding of substrates in the correct orientation probably makes a significant contribution to
the catalytic efficiency of all enzymes, but in some cases it accounts for virtually all their effective-
ness. If the substrate molecules are intrinsically reactive, simply holding them close to each other
in the proper orientation may be all that is needed to facilitate the appropriate chemistry. This
is often referred to as the proximity factor, or sometimes, the propinquity factor. 

A striking example of this factor in action is provided by the metabolic enzyme aspartate 
transcarbamoylase (ATCase), which promotes the condensation of carbamoyl phosphate and
aspartic acid to yield carbamoyl aspartate (Figure 2-25a). The crystal structure of ATCase
with an inhibitor bound to the active site has revealed the potential interactions the enzyme
makes with these substrates. The inhibitor, PALA (N-phosphonoacetyl-L-aspartate), is a
bisubstrate analog: it has features that resemble both substrates and it occupies both binding
sites simultaneously (Figure 2-25b). Examination of the structure of the inhibitor–enzyme
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Definitions

ground-state destabilization: raising the free energy
(relative to some reference state), of the ground state,
usually referring to the bound substrate in the active
site before any chemical change has occurred.
Geometric or electronic strain are two ways of destabi-
lizing the ground state.

propinquity factor: another term for proximity factor.

proximity factor: the concept that a reaction will be
facilitated if the reacting species are brought close

together in an orientation appropriate for chemistry to
occur.
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Figure 2-25  Catalysis of the reaction of carbamoyl phosphate and aspartate by the enzyme aspartate
transcarbamoylase depends on holding the substrates in close proximity and correct orientation in the
active site (a) The reaction catalyzed by aspartate transcarbamoylase (ATCase). Carbamoyl phosphate
(shaded in pink) and aspartate (shaded in blue) undergo a condensation reaction to form N-carbamoyl
aspartate. This is an essential step in pyrimidine biosynthesis. (b) Schematic diagram of the active site of
ATCase with the inhibitor PALA (N-phosphonoacetyl-L-aspartate) (green) bound. The amino acids
forming the active site and binding PALA by noncovalent bonds (red dotted lines) are represented by the
purple shapes. (Ser 80¢ and Lys 84¢ come from an adjacent subunit to the other residues shown.) PALA
resembles both carbamoyl phosphate and aspartate, as can be seen by comparison with (a), and binds
to both the binding sites for these substrates in the active site. Note the absence of catalytic amino acids
in a position to interact with the H3N+ group of the normal substrate aspartate, the group that reacts to
form the bond with carbamoyl phosphate. 



complex shows the surprising fact that there are no chemically reactive side chains positioned
anywhere near those parts of the substrates where the bond between them would be formed.
The active site grips other parts of both substrates, but any chemistry comes chiefly from
the reactivities of the molecules themselves. They condense because they are held in close
proximity while being oriented so that the atomic orbitals that must form the new chemical
bond are positioned to overlap. 

Another example of a reaction that is aided primarily by proximity is provided by the enzyme
chorismate mutase, which catalyzes a reaction in the pathway for the biosynthesis of aromatic
amino acids. The reaction is an internal rearrangement of chorismate, of a type known as a
pericyclic rearrangement. Crystal structures of the enzyme with substrate or substrate-analog
inhibitors bound show that the enzyme promotes the reaction primarily by binding the
substrate in an unusual “chair” conformation, which in solution would be energetically
unfavorable. This conformation positions the group to be moved in an orientation that
facilitates the internal rearrangement (Figure 2-26). Compounds designed to mimic this
conformation are particularly effective inhibitors of the enzyme because the active site has
evolved to be complementary to it. 

Some active sites destabilize ground states

The bound conformation of chorismate (or of prephenate, the product of the chorismate
mutase reaction) in the active site of chorismate mutase is not only a conformation that aids
in catalysis by positioning the reacting atoms near one another; it is also a conformation that
is much higher in free energy (less stable) than the conformation of substrate or product that
normally exists in free solution. By binding the substrate in a less stable conformation (relative
to some standard state used for comparison), the enzyme has started it out farther up the free-
energy hill towards the transition state (see section 2-6), thereby increasing the reaction rate
through ground-state destabilization. 

The enzyme ODCase, which we encountered in section 2-6, may provide a striking example of
the power of ground-state destabilization; it is possible that this factor is the major contributor
to the 1017-fold rate acceleration achieved by this enzyme. Crystal structures of ODCase with
substrate analogs bound show that the negatively charged carboxylate group of the substrate is
not interacting with any positively charged groups in the active site. Instead, it is located in a
hydrophobic pocket. This unfavorable environment for an ionized group should greatly increase
the free energy of the bound substrate and facilitate the transformation of the carboxylate to the
neutral product, CO2, which will have a much lower free energy in such a site.
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Figure 2-26 The pericyclic rearrangement of
chorismate to prephenate via the proposed
“chair-like” transition state When chorismate
is bound to the active site of the enzyme
chorismate mutase, the atoms involved in the
internal rearrangement become arranged in a
chair configuration. In the active site, the
substrate (and, indeed, the product) are held in
a conformation that resembles the single
transition state for the chemical transformation
(highlighted in yellow). The dotted lines
indicate partial bond formation that occurs in
the presumed transition state. The part of the
molecule that is rearranged is indicated in blue.
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Some active sites primarily stabilize transition states 

Many enzyme active sites are complementary to the transition states of the reactions they catalyze,
both in stereochemistry and charge configuration, or become that way during the reaction.
The differences in structure between the transition state and the ground state for a given
reaction are important because it is the differential binding of the enzyme for these two states
that leads to catalysis. If an enzyme binds both substrate and transition state with equal affinity,
the reaction will not be facilitated. But if the transition state can be bound more tightly than
the substrate, then the free-energy difference between substrate and transition state will be
reduced. The more that difference is reduced, the lower the barrier to reaction, and the more
likely reaction becomes (Figure 2-27). This is the definition of catalysis.

The sources of the binding energy required to reduce that free-energy difference are the weak
interactions that occur in the active site between enzyme and substrate. Transition-state com-
plementarity often involves the placement in an active site of charged groups at positions where
charges of opposite sign will develop when transition states appear. If a transition state has new
hydrogen-bond donors or acceptors, or positions existing ones in new places, the enzyme can
also stabilize the transition state by having appropriately placed acceptors and donors. Another
complementarity that can occur is purely steric. Because bonds are forming and breaking in
the transition state, its geometry differs from that of the substrate, and active sites fit transition
states sterically better than they do their substrates. Stabilization of the transition state facilitates
the electron shifts that are part of the reaction mechanism. Citrate synthase is an example of
an enzyme that has certain catalytic groups prearranged so as to stabilize the transition state,
which differs considerably in its geometry from the substrate (Figure 2-28). 

If an enzyme active site does not start out perfectly complementary to the transition state
before substrate binds, the enzyme may undergo conformational changes that increase that
complementarity. Phosphoglycerate kinase (PKA) is an example of an enzyme in which a 
conformational change that occurs when both substrates are bound generates new interactions
that stabilize the transition state (Figure 2-29). The change in conformation enables certain
amino acids of the active site, together with the enzyme’s bound magnesium ion, to stabilize
the oxygens of the transferring phosphoryl group to a greater extent than in either the substrate
or product. By stabilizing this transition state, PKA catalyzes phosphoryl transfer. 

Many active sites must protect their substrates from water, but must
be accessible at the same time

Water participates in many chemical reactions, but there are other reactions that cannot proceed
rapidly, or even at all, in an aqueous environment. The ability of some enzymes to shield their
substrates from aqueous solvent by taking advantage of conformational changes that close off
the active site from contact with bulk solvent is important in enabling them to accelerate the
rates of the reactions they catalyze. There is a problem connected with these conformational
shifts, however. When an active site is in its closed conformation, anything already bound is
protected from water, but substrates cannot enter it, and products cannot leave it. Similarly,
when it is in its open conformation, such an enzyme is not an effective catalyst. This problem
is solved by having the resting enzyme exist in an open state to which substrates can bind readily,
and then having substrate binding trigger the conformational changes to the closed form. The
rate at which these conformational shifts occur could potentially limit the rate at which an
enzyme that depends on them could operate.

2-9 Stabilization of Transition States and Exclusion of Water

Figure 2-27 Effect of binding energy on
enzyme catalysis A hypothetical case in which
substrate and product are of equal energy, with
a large free-energy barrier between them (A).
Binding of the substrate and transition state to
the enzyme can lower the free energies of 
these complexes by the amounts b and a
respectively. If the transition state is bound
more tightly than the substrate (B; a > b),
which may occur, in part, through strain
(destabilization) in the enzyme–substrate (ES)
complex, or through the development of new
interactions with the transition state, or both,
the net effect will be catalysis. If, however, the
enzyme binds both the substrate and the
transition state with equal affinity (a = b), 
the barrier between the ES complex and the
transition state will have the same height as 
the barrier for the uncatalyzed reaction, and 
no catalysis will occur. This is still true if the
substrate and product are of unequal energies,
which is the usual case. As always in
discussing stabilization of ground or transition
states by enzymes, external reference states
must be defined.
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hydride ion: a hydrogen atom with an extra electron.
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NAD-dependent dehydrogenases transfer a hydride ion (H–) during their catalytic reactions.
Hydride ions are unstable in water, so the active site must be shielded from bulk solvent 
during hydride transfer. These enzymes usually have a flexible loop that closes down over the
active site when the cosubstrate NADH or NAD+ binds. A set of noncovalent interactions
makes the closed-lid conformation more favorable energetically than the open-lid conformation
when substrate is present (Figure 2-30). For many enzymes that use such a mechanism, the
opening and/or closing of the lid is the rate-determining step in the reaction.

There are three further questions one might ask about this system: what drives the motions
that open and close the lid, what makes the lid swing open once a bound substrate molecule
has been reduced by hydride transfer, and how fast does the lid move? The answer to the first
question is straightforward: the movements of the lid are driven by the thermal motions that
apply to all molecules in solution. The answer to the second question is not known for any
enzyme with a similar moving part. The interactions between enzyme and substrate are not
altered in any way that would obviously favor the opening of the lid. The loop of polypeptide
chain that forms the lid is only held in place by a few weak interactions with the substrate and
the rest of the enzyme, and these interactions will tend to break periodically at ordinary
temperatures. When they do, the loop can swing open, and product is released. Whatever
the mechanism, the loop does not have to move very fast. A single molecule of the enzyme
glyceraldehyde-3-phosphate dehydrogenase can carry out almost 1,000 hydride transfers in
a second, so the loop must move at least 10 Å every 0.001 second. That corresponds to a
velocity of only 10–6 km per hour (a car travels at 102 km/h). Peptide conformational transitions
in aqueous solution are known to be at least 104 times faster than that.

Figure 2-28 The active site of citrate synthase
stabilizes a transition state with a different
geometry from that of the substrate  Citrate is
synthesized by an aldol addition reaction
between oxaloacetate and the acetyl group of
acetyl-CoA. In the active site, histidine 274 and
aspartic acid 375 catalyze the formation of the
enol of acetyl-CoA, the rate-limiting step in the
reaction. The enol is stabilized by a hydrogen
bond to histidine 274. The acetyl-CoA enol then
attacks the carbonyl carbon of oxaloacetate,
resulting in the addition of the elements of the
acetyl group at this position. Red arrows show
the movement of electron pairs in making and
breaking bonds. The resulting intermediate,
citryl-CoA, is unstable and is hydrolyzed in the
active site. Adapted from Karpusas, M. et al.:
Biochemistry 1990, 29:2213–2219. 

Figure 2-29 Phosphoglycerate kinase (PGK)
undergoes a conformational change in its
active site after substrate binds  PGK catalyzes
a reversible reaction in which a phosphoryl
group is transferred between 1,3-bisphospho-
glycerate and ADP to form 3-phosphoglycerate
and ATP. Structures of unliganded PGK (left,
from horse) and the ternary complex of PGK
and its substrates 1,3-bisphosphoglycerate and
ADP (right, from Trypanosoma brucei), show
the change in conformation that occurs on
substrate binding: the two domains shift
position to close the active site and a metal-
ion-binding site is created by the ligand and
close proximity of previously distant residues.
(The appearance of elements of secondary
structure in the liganded enzyme that are
absent from the unliganded enzyme may be an
incidental consequence of the crystallization
conditions rather than an effect of ligand
binding.) Substrates are in ball-and-stick
representation. The green sphere represents 
a magnesium ion. The active-site region is
highlighted by the circle. The change in
conformation increases the complementarity 
of the active site for the transition state of the
reaction. (PDB 2pgk and 13pk)

Figure 2-30 NAD-dependent lactate
dehydrogenase has a mechanism for
excluding water from the active site once
substrates are bound  Lactate dehydrogenase
(LDH) catalyzes the conversion of lactate
(orange circle) to pyruvate (red circle), with the
accompanying reduction of NAD+ (light-blue
square) to NADH (dark-blue square). The
mechanism of action of LDH involves a
conformational change that closes a mobile
“lid” down over the active site to exclude water
when both substrates have bound. Residues in
this loop make weak connections to substrate
and other parts of the protein when the lid is
closed. The products are released when the 
lid opens, probably spontaneously.
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A relatively small number of chemical reactions account for most 
biological transformations 

A mammalian cell produces over 10,000 different proteins, of which more than half are
enzymes. These thousands of different enzymes would seem to catalyze thousands of different
reactions with thousands of different substrates and products. But many of these reactions are
actually similar to one another and the substrates and products are often similar as well. In fact,
about three-quarters of the reactions involved in metabolism can be described by as few as four
general types of chemical transformations: oxidation/reduction; addition/elimination; hydrolysis;
and decarboxylation.

In catalyzing these reactions, enzymes face certain common chemical problems. Organic
molecules are typically stable under physiological conditions and are replete with –C–H
bonds, which are relatively unreactive. One problem, therefore, is how to activate these
bonds so that chemistry can occur there under the mild conditions found in living organisms
and organic molecules can be degraded to provide energy. Another is how to stabilize 
thermally or chemically unstable intermediates that form as these reactions proceed. Yet
another is the prevention of side-reactions in a milieu containing 55 moles per liter of a 
reactive substance, namely water. All these tasks require highly specialized and sequestered
microenvironments. We have already seen some of the physical properties and mechanisms
that enzymes use to create such environments (see section 2-6). Because the chemistry of 
living cells can be described by a relatively small number of chemical reaction types, there
are also certain chemical factors that all enzymes use to promote these transformations. 
We will discuss the most important of these in detail in the later sections on active-site
chemistry and cofactors. 

Oxidation/reduction reactions involve the transfer of electrons and
often require specific cofactors 

Oxidation/reduction reactions, or redox reactions, involve the transfer of electrons from
one compound to another. Oxidation is the loss of electrons, usually from a carbon 
center; reduction is the reverse process, the gain of electrons. Oxidation and reduction
always occur together, as whenever electrons are lost or gained by something, something
else must either receive them or donate them. These reactions are central to metabolism;
deriving energy from food is usually a process of oxidation in which the loss of electrons
serves to break chemical bonds and release energy, whereas the biosynthesis of complex
molecules usually involves reduction to form new chemical bonds. In general, these 
reactions require the participation of specialized organic or metal-ion containing groups
called cofactors, which we discuss later in the chapter. Certain cofactors have evolved for
use in certain sub-types of biological redox reactions: three of these reactions are illustrated
in Figure 2-31. Oxidation and reduction at carbon–oxygen centers typically involves the
nicotinamide-containing cofactors NAD (nicotinamide adenine dinucleotide) and NADP
(nicotinamide adenine dinucleotide phosphate). The enzyme malate dehydrogenase in the
tricarboxylic acid (TCA) cycle uses a molecule of NAD to oxidize a –C–OH group in
malate to a –C=O group, producing oxaloacetate and reduced NAD (NADH) plus a proton
(Figure 2-31a). Redox reactions at carbon–carbon bonds most frequently utilize the flavin-
containing cofactors FAD (flavin adenine dinucleotide) or FMN (flavin mononucleotide).
Another TCA-cycle enzyme, succinate dehydrogenase, converts succinate to fumarate by an
oxidation that requires FAD (Figure 2-31b). Oxidation and reduction at –C–H centers and

2-10 Redox Reactions
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Definitions 

oxidation: the loss of electrons from an atom or 
molecule.

redox reactions: reactions in which oxidation and
reduction occur.

reduction: the gain of electrons by an atom or 
molecule.



nitrogen-containing centers often involves cofactors that contain metal ions. One example
is the enzyme cytochrome P450, which takes specific –C–H bonds in unreactive carbon
compounds and inserts molecular oxygen to produce –C–OH groups, as in the biosynthetic
pathway for steroid hormones such as pregnenolone (Figure 2-31c); this reaction, the 
biological equivalent of a propane torch, is carried out at room temperature with the aid
of the iron-containing cofactor heme.
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Figure 2-31 Examples of oxidation/reduction reactions (a) The oxidation of an alcohol to a ketone 
by NAD as illustrated by the reaction catalyzed by malate dehydrogenase. The reaction is driven by the
abstraction by NAD of an electron and a hydrogen atom (a hydride ion, H–) from the carbon center of
malate at which oxidation occurs, resulting in the subsequent transformation of the C–OH bond at this
center to a C=O bond. In the course of the reaction the NAD is reduced to NADH. (b) Oxidation of a
saturated carbon–carbon bond to an unsaturated carbon–carbon bond by FAD as in the reaction
catalyzed by succinate dehydrogenase. (c) In the first step of the pathway for the conversion of
cholesterol to pregnenolone—the formation of 22-hydroxycholesterol—the iron atom in the heme
cofactor of cytochrome P450 inserts an atom of oxygen into a –C–H bond. Here, oxidation is the
insertion of an oxygen atom derived from molecular oxygen. In all these reactions, the sites of 
bond rearrangement are shaded yellow and the transferred hydrogens or oxygens in blue. 
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Addition reactions add atoms or chemical groups to double bonds,
while elimination reactions remove them to form double bonds 

Addition reactions transfer atoms or chemical groups to the two ends of a double bond,
forming a more highly substituted single bond. Elimination reactions reverse this process,
forming a new double bond. In many addition/elimination reactions involving C=C bonds,
the transferred species is a molecule of water. In the reaction catalyzed by the TCA-cycle
enzyme fumarase a molecule of water is added to the C=C of fumarate (OH– to one carbon
and H+ to the other) to produce a molecule of malate (Figure 2-32a). Another type of addition
reaction, called an aldol condensation (the reverse elimination is called aldol cleavage) is
used to make new carbon–carbon bonds. This reaction involves addition of an activated 
carbon center (for example, the acyl moiety of acyl-coenzyme A) to the C=O carbonyl 
carbon and is the most common way of making a new C–C bond in biology. In the TCA
cycle, such a reaction is catalyzed by the enzyme citrate synthase (Figure 2-32b), which we
encountered in section 2-9. Breaking a C–C bond is difficult and is often done by aldol
cleavage. In glycolysis, the enzyme aldolase catalyzes an aldol cleavage reaction that splits a
six-carbon sugar phosphate into two three-carbon fragments.

Esters, amides and acetals are cleaved by reaction with water; their
formation requires removal of water

The breaking of C–N, C–O, S–O, P–O and P–N bonds is accomplished in biology by the
reaction of compounds containing such bonds with water. Such reactions are referred to as
hydrolysis; hydrolytic reactions of biochemical importance are the hydrolysis of amides (C–N),
esters and complex carbohydrates such as acetals (C–O), sulfate esters (S–O), phosphoesters
(P–O), and phosphonamides (P–N). Degradation of biopolymers such as proteins in digestion
is almost entirely a hydrolytic process. All proteases, such as trypsin, which degrade the amide
bonds in proteins use water in this way (Figure 2-33a) as do the nucleases that digest DNA
and RNA by hydrolyzing P–O bonds between adjacent nucleotide residues (Figure 2-33b). A
P–O phosphoanhydride bond is also hydrolyzed in the conversion of ATP to ADP and
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Figure 2-32 Examples of addition/elimination
reactions (a) Addition of the elements of water
across the C=C of fumarate to create the
HC–COH group of malate, a reaction catalyzed
by fumarase. This reaction is readily reversible,
but is driven in the direction of addition rather
than elimination by the high concentration of
water in the cellular milieu. (b) Addition of the
elements of acetate to the carbonyl carbon of
oxaloacetate in the aldol condensation reaction
catalyzed by citrate synthase. Acetate is
activated by coupling it to a cofactor called
coenzyme A (CoA). The aldol condensation
gives an activated S-citryl-CoA intermediate 
(not illustrated here) which is then hydrolyzed 
to give citrate, regenerated CoA (HSCoA) and H+. 
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decarboxylation: removal of carbon dioxide from a
molecule.
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inorganic phosphate, for example, a reaction central to energy metabolism in all cells.
Formation of these types of bonds involves the loss of a molecule of water in the reverse of
hydrolysis, which is usually called condensation or sometimes dehydration. Reactions in which
compounds are formed with the loss of water include the synthesis of proteins (C–N), 
acylglycerols and oligosaccharides (C–O), and polynucleotides (P–O) from their monomers,
and the formation of ATP from ADP and inorganic phosphate during respiration. Since these
types of molecules often have higher free energies than their monomers, a common strategy in
biology is to first activate the components by, for example, formation of a phosphate ester,
which can then be reacted with another activated species via the loss of water. DNA synthesis
from activated nucleoside triphosphates is just a series of sequential phosphodiester bond 
formations in which water is lost, catalyzed by the enzyme DNA polymerase. 

Loss of carbon dioxide is a common strategy for removing a 
single carbon atom from a molecule

Since C–C and C=O bonds are quite stable, shortening a molecule by one carbon atom is
not an easy process chemically. In biology, it is usually accomplished by the loss of carbon
dioxide, a process that is thermodynamically favored because CO2 is a very stable molecule.
Loss of CO2 is termed decarboxylation and is usually assisted by cofactors. Several 
different cofactors can participate in decarboxylations. The most common are pyridoxal
phosphate (PLP) and thiamine diphosphate (TDP; also referred to as TPP, thiamine
pyrophosphate), but transition-metal ions such as manganese are sometimes used instead.
Pyruvate decarboxylase, which converts pyruvate to acetaldehyde in the pathway for ethanol
biosynthesis, uses TPP as a cofactor in its decarboxylation reaction (Figure 2-34). 
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Figure 2-33 Examples of peptide and
phosphoester hydrolysis  (a) Cleavage of the
C–N bond of a peptide involves attack by water
on the carbonyl carbon, resulting in formation
of a carboxylic acid and an amine. The carboxylic
acid carries the –OH portion of water while the
amine takes on the proton. This reaction is
catalyzed by proteases, which comprise many
different families. Formation of amide bonds in
proteins is formally the reverse of this process,
but the reaction is so unfavorable energetically
that it is usually accomplished by a complex
process involving several activation steps. 
(b) Breaking the P–O–R bond of a phosphate
diester involves attack by water on the
phosphorus atom, resulting in formation of a
phosphate monoester and an alcohol. When the
phosphate diester is part of the backbone of
DNA, R1 is derived from the 3´-hydroxyl of the
deoxysugar (ribose) of one nucleotide and R2
is derived from the 5´-hydroxyl of the deoxy-
sugar of another nucleotide. This reaction is
catalyzed by endonucleases such as DNase. In
the reverse direction, if the alcohol is on the
sugar group of one deoxyribonucleotide, loss
of water produces the phosphodiester linkage
of the DNA backbone (both of these groups
must be activated so the reaction is driven to
completion). This biosynthetic reaction is
catalyzed by DNA polymerase. 

Figure 2-34  Example of the decarboxylation
of a carboxylic acid Shortening of the three-
carbon unit of pyruvate to the two-carbon unit
of acetaldehyde is accomplished by the loss of
CO2, catalyzed by the cofactor TPP bound at
the active site of the enzyme pyruvate
decarboxylase. The CO2 molecule is derived
from the carboxylate group of the acid. To help
break the C–C bond, in this and similar reactions
the carbon of the acid group is usually activated
in some fashion, often by temporary chemical
coupling to the enzyme’s cofactor. 
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Active sites promote acid-base catalysis

In essentially all biological reactions, regardless of the reaction type, there is at least one step
that involves the transfer of a proton from one group to another. Groups donating protons are
referred to as acids; the groups that accept them are called bases. Often the gain or loss of
a proton will change the chemical reactivity of the group considerably. Catalysis in which a
proton is transferred in going to or from the transition state is called acid-base catalysis.

The ease with which a proton can be transferred between an acid and a base depends on the
relative proton affinities of the two groups. Proton affinity is measured by the pKa value,
which over typical ranges of pKa can be thought of as the pH of an aqueous solution of the
acid or base at which half of the molecules are protonated and the other half are deprotonated.
Strong acids lose their protons readily to water, forming hydronium ions (H3O+). Strong acids
have pKa values of 2 or lower. Strong bases tend to take protons from water, forming the
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Figure 2-35 Table of pKa values for some common weak acids in biology  Note that for compounds
with more than one ionizable group (for example, phosphoric acid), the loss of the second (and third)
proton is always more difficult than the loss of the first (and second). This is because, if each loss of a
proton creates a negative charge, charge repulsion makes it harder to put more negative charge on the
conjugate base.
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Definitions

acid: a molecule or chemical group that donates a
proton, either to water or to some other base.

acid-base catalysis: catalysis in which a proton is trans-
ferred in going to or from the transition state. When the
acid or base that abstracts or donates the proton is
derived directly from water (H+ or OH–) this is called spe-
cific acid-base catalysis.When the acid or base is not H+ or
OH–, it is called general acid-base catalysis.Nearly all enzy-
matic acid-base catalysis is general acid-base catalysis.

base: a molecule or chemical group that accepts a
proton, either from water or from some other acid.

pKa value: strictly defined as the negative logarithm
of the equilibrium constant for the acid-base equa-
tion. For ranges of pKa between 0 and 14, it can be
thought of as the pH of an aqueous solution at which
a proton-donating group is half protonated and half
deprotonated. pKa is a measure of the proton affinity
of a group: the lower the pKa, the more weakly the
proton is held.
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hydroxide ion (OH–). Strong bases have pKa values greater than about 12. In this context,
water is a very weak acid and a very weak base. Most biological acids and bases are weak; they
only partially give up protons in aqueous solution at physiological pH and exist as an equilibrium
between protonated and unprotonated species. If the pKa of the group is between 4 and 7, it
is a weak acid (the higher the pKa the weaker the acid); if the pKa is between 7 and 10, the
group is a weak base (the lower the pKa the weaker the base). Proton transfers occur efficiently
from groups with low pKa values to those of higher values. Figure 2-35 shows the pKa values
for some common biological acids and bases.

Missing from the list of pKa values in Figure 2-35 is the weakest acid of importance in biology,
the aliphatic carbon group, –C–H. Carbon has only a vanishingly small tendency to give up a
proton in aqueous solution; the pKa value of the –C–H groups in simple sugars is over 20. Yet
the transfer of a proton to and from a carbon center is a common reaction in biology, occur-
ring in almost half of the reactions of intermediary metabolism. That it can occur at all, and
occur efficiently, is due to the ability of enzyme active sites to change effective pKa values.

Enzymes can increase the efficiency of acid-base reactions by changing the intrinsic pKa values
of the groups involved. Thus, the alpha –C–H group in lactic acid can be made more acidic
(that is, its pKa can be lowered) by, for example, making a strong hydrogen bond to the –OH
group attached to it. This hydrogen bond will tend to pull electrons away from the oxygen
atom, which in turn will pull electrons away from the adjacent –C–H bond, weakening the
affinity of the carbon for its hydrogen and thus lowering the pKa. The pKa of a weak acid such
as the carboxylic acid side chain of lactic acid (pKa ~ 3.9 in water) can be raised to 7 or higher
by, for example, placing the group in a nonpolar environment. With no water molecules
around to accept a proton, the carboxylic acid will tend to hang on to its hydrogen rather than
lose it, thereby generating a negatively charged carboxylate anion in a hydrophobic region of
the protein; thus, its pKa will be raised and it will become an even weaker acid (and conse-
quently a much stronger base). Figure 2-36 shows just this situation for the carboxylic acid side
chain of glutamate in the active site of the enzyme lysozyme, where it is estimated that the pKa
of glutamic acid 35 is raised from about 4 to above 6, and it can donate a proton to catalyze
the breaking of the C–O bond in the substrate.
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Figure 2-36 Active site of lysozyme The enzyme lysozyme hydrolyzes the acetal links between monomers in certain carbohydrate polymers. The substrate
shown here is part of a polymer of N-acetyl glucosamine (NAG) and N-acetyl muramic acid (NAM). Two carboxylic acid side chains (aspartate and glutamate;
purple) are found in the active site of lysozyme. In solution, these residues would be expected to have a pKa around 4 or 5, just like acetic and lactic acids 
(see Figure 2-35). But in the microenvironment provided by the protein, their acidities differ considerably. Aspartic acid 52 has the expected pKa, so at pH 7 it 
is ionized and can fulfill its function, which is to use its negative charge to stabilize the positive charge that builds up on the sugar during catalysis. Glutamic 
acid 35, however, is in a hydrophobic pocket, which raises its pKa to around 7. In its protonated form it acts as a weak acid and donates a proton to the sugar
–C–O–R group (where R is the next sugar in the chain), breaking the C–O bond. In its negatively charged form it helps stabilize the positive charge on the
transition state. There is recent evidence that the mechanism may also involve a covalent intermediate between aspartic acid 52 and the substrate. The red
arrows show the movement of electron pairs as bonds are made and broken.
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Many active sites use cofactors to assist catalysis

Not every biological reaction can be carried out efficiently using only the chemical properties
of the 20 naturally occurring amino acids. Oxidation/reduction (redox) reactions, for example,
in which electrons are transferred from one group to another, can be promoted to some extent
by the cysteine sulfur atom, but most redox reactions need more help than this, as we saw in
section 2-10. The creation of unpaired electrons (free radicals), which are useful in a number
of chemical reactions, also requires chemical species that are not found in amino-acid side
chains. To overcome such limitations, many enzyme active sites contain non-amino-acid
cofactors that allow specialized chemical functions.

Cofactors can be as small as a metal ion or as large as a heterocyclic organometallic complex
such as heme. They are tightly bound—sometimes covalently attached—to the proteins in
which they function. Cofactors that are organic compounds and assist catalysis are often
referred to as coenzymes. Cofactors may be imported into an organism from the food it eats
(in humans most cofactors are derived from vitamins and minerals in the diet), or they can be
synthesized from simple building blocks. Some common vitamin-derived cofactors are listed
in Figure 2-37. In many organisms, specific sets of genes are devoted not only to the synthesis

2-13 Cofactors

Figure 2-37 Table of organic cofactors
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Definitions

coenzyme: a cofactor that is an organic or
organometallic molecule and that assists catalysis.

cofactor: a small, non-protein molecule or ion that is
bound in the functional site of a protein and assists in
ligand binding or catalysis or both. Some cofactors are
bound covalently, others are not.

Coenzyme
[vitamin from which it is derived]

Entity
transferred

Representative enzymes
that use coenzyme

Deficiency disease

Some Common Coenzymes

thiamine pyrophosphate (TPP or TDP)
[vitamin B1, thiamin] aldehydes   pyruvate dehydrogenase beri beri

flavin adenine dinucleotide (FAD)
[vitamin B2, riboflavin] hydrogen atoms   succinate dehydrogenase (a)

nicotinamide adenine dinucleotide (NAD+)
[niacin] hydride ion  lactate dehydrogenase pellagra  

nicotinamide adenine dinucleotide phosphate (NADP+)
[niacin] hydride ion  isocitrate dehydrogenase pellagra 

pyridoxal phosphate (PLP)
[vitamin B6, pyridoxal] amine groups   aspartate aminotransferase (a)

coenzyme A (CoA)
[pantothenic acid] acyl groups   acetyl-CoA carboxylase (a)

biotin (biocytin)
[biotin] CO2   propionyl-CoA carboxylase (a)

5’-deoxyadenosylcobalamin  H atoms and alkyl groups   methylmalonyl-CoA mutase pernicious anemia
[vitamin B12]

tetrahydrofolate (THF)
[folate] one-carbon units   thymidylate synthase megaloblastic anemia

lipoamide
[lipoic acid] two-carbon units; R-SH   pyruvate dehydrogenase (a)

heme
[no vitamin] e– , O2, NO, CO2   cytochrome oxidase anemia, leukemia

(a) no specific name



of some cofactors, but also to their insertion into the active sites of the particular proteins in
which they are to function. It is likely that biochemical machinery ensuring that the right
cofactor binds to the right protein at the right time is prevalent throughout the living world. 

Metal-ion cofactors (Figure 2-38) are usually first-row transition metals and the most common
are also among the most abundant in the Earth’s crust, suggesting that many enzymes evolved
to use whatever chemically reactive species were plentiful at the time. Enzymes are known
that use molybdenum, nickel, cobalt, and manganese, but the majority of metalloenzymes use
iron, copper, zinc, or magnesium. In some cases, more than one type of metal ion will work
(that is, promote catalysis) in experiments carried out on a purified enzyme that has been
stripped of its native metal, but it is thought that in the cell one type predominates or is used
exclusively. 

The structures of typical organic cofactors (coenzymes) reveal a striking pattern: most of them
look like pieces of RNA; that is they are either ribonucleotides or derivatives of ribo-
nucleotides. It has been suggested that this is a relic of an earlier “RNA world” that preceded
the protein-based world we live in today. In this scenario, the earliest proteins would have
looked for help from the most commonly available reactive chemical compounds, and these
might have been RNA molecules or fragments thereof. 

The function of organic cofactors is to transfer specific chemical species to a substrate. The
groups transferred range from electrons and hydride ions (H–) to small carbon-containing 
fragments up to about two carbons in length. These species are usually either extremely unstable
on their own or would be damaging to the protein if they were not contained. The function
of the coenzyme is to make them, transfer them, and/or sequester them. If the species transfer
causes a change in the chemical structure of the cofactor, as in the case of NAD+ (or its
phosphorylated counterpart NADP+, which does the same chemistry) it is necessary to
recycle the cofactor back to its original reactive form before another enzyme turnover can
take place. In many cases, specific reactions catalyzed by other enzymes perform this necessary
function in a tightly coupled system.

Recently, it has been found that amino-acid side chains in a protein can be modified to produce
an organic cofactor in situ. One striking example is found not in an enzyme but in the green
fluorescent protein (GFP) from marine organisms, which is used in biology as an optical marker.
Because the fluorescent chromophore is synthesized by the protein itself from the reaction of
a tyrosine side chain with neighboring serine and glycine residues, GFP can be introduced
genetically into any organism without the need for the organism to have other genes to make
the cofactor. An example of this type of cofactor in enzymes is the unusual coenzyme lysine
tyrosylquinone (LTQ) (Figure 2-39) in copper amine oxidase. LTQ is synthesized by the addition
of a lysine side chain of the enzyme itself to the aromatic ring of an oxidized tyrosine residue
elsewhere on the protein chain. The active enzyme is essential for the proper cross-linking of
elastin and collagen in connective tissue because the cross-linking reaction is difficult and
involves redox chemistry that the LTQ promotes.
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Figure 2-38 Table of metal-ion cofactors

Figure 2-39 The coenzyme lysine tyrosylquinone  Lysine tyrosylquinone is formed on the enzyme by the
addition of the lysine side chain (blue) to an oxidized form of tyrosine (pink). Formation of the cofactor is
catalyzed by the copper ion (not shown) required as part of the overall reaction catalyzed by the enzyme.
These types of cofactors are essential in certain enzymes that catalyze oxidation reactions involving a
highly reactive radical intermediate. They stabilize the radical and make it available for the reaction.
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Some active sites employ multi-step mechanisms

The chemistry of most biological reactions is very difficult to carry out at ordinary temperatures
and pressures in aqueous solution at neutral pH. To catalyze such reactions, enzymes must 
circumvent the high-energy transition state that prevents the reaction from occurring under
moderate conditions (see Figure 2-21). One way of achieving this, as we have seen (section 
2-9), is by stabilizing the transition state. Alternatively, enzymes may direct the reaction along
a different route from substrates to products, one not accessible to the uncatalyzed reaction in
aqueous solution. This often entails breaking the reaction up into a number of steps, each of
which has a lower-energy transition state. The “product” of each individual step is a relatively
unstable reaction intermediate (see section 2-6). In many instances, these intermediates can be
trapped by physical (low temperature) or chemical (reduction) methods, and thus can be 
characterized completely. In other instances, the existence of these intermediates has only been
inferred from kinetic or spectroscopic data, or from chemical logic. 

Some intermediates are covalent: they involve the linkage of an amino-acid side chain or part of
a cofactor to the substrate. The product, a covalent intermediate, then reacts further, forming
other intermediates and/or the final product(s). The classic example of this strategy is the serine
protease reaction, in which the peptide bonds between amino acids are broken to degrade proteins,
as occurs in digestion. Hydrolysis of a peptide bond is a difficult chemical process: this is why
proteins are normally stable in cells. In the uncatalyzed reaction, water attacks the carbonyl carbon
of the amide bond. Because of the polarity of this bond, the carbon atom is somewhat electron-
deficient and therefore susceptible to attack by a nucleophile, a group that is electron-rich.
Water is a poor nucleophile. To overcome this problem, two strategies are possible: water can be
activated to make it a better nucleophile, and/or the amide group can be activated to make it
more susceptible to attack. Enzymes that catalyze the degradation of proteins by hydrolysis of
the amide bonds of their backbones solve this problem by dividing the overall reaction into two
steps; they activate both the attacking nucleophile (serine OH or H2O) and the amide group in
a reaction that has two steps with an intermediate (Figure 2-40). 

In the first step (Figure 2-40a–c), instead of using the –OH group of water as the nucleophile,
the enzyme uses the hydroxyl group of a serine side chain, which attacks the carbonyl carbon
of the amide bond, producing an acyl-enzyme intermediate and releasing the amino-terminal
portion of the peptide substrate. The –OH of a serine is also not a good nucleophile and
requires some activation. It is able to break the amide bond in the first step of this reaction for
two reasons. One is proximity and orientation: the serine is positioned adjacent to the carbonyl
carbon of the substrate in the active site. The second is that the –OH of the serine is activated
by hydrogen bonding with a histidine side chain which, in turn, is anchored by interaction
with the carboxylate group of an aspartic acid (see Figure 2-40a). The aspartic acid ensures that
the histidine is in the right charge state to pull a proton from the –OH of serine, moving the
serine towards a serine alkoxide (–O–), which is a much better nucleophile. The Asp-His-Ser
signature of the serine proteases is also called the catalytic triad. The energy barrier for the 
formation of the acyl-enzyme intermediate is further lowered by stabilization of the transition
state (the tetrahedral adduct) leading to its formation, with concomitant activation of the 
carbonyl group of the peptide substrate for attack (Figure 2-40b). In the transition state,
negative charge develops on the carbonyl oxygen. The protein is configured to stabilize this
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Figure 2-40 The chemical steps in peptide hydrolysis catalyzed by the serine protease chymotrypsin
(a) The substrate (green) binds to the active site such that the hydroxyl group of serine 195 is positioned 
to attack the peptide carbonyl carbon. Simultaneously, the carbonyl oxygen hydrogen bonds to two –NH
groups of the protein and the histidine removes a proton from the serine –OH, thus activating it. The two
–NH groups are part of the peptide backbone forming a loop called the oxyanion hole (shaded in purple). 
(b) In the transition state for formation of the acyl-enzyme intermediate, negative charge has developed on
the carbonyl oxygen; this is also stabilized by hydrogen bonding in the oxyanion hole. The first product is
beginning to be released in this step and the bond between the carbonyl carbon of the substrate and the
serine oxygen is beginning to form. (c) The acyl-enzyme intermediate. In this intermediate, the serine side
chain is covalently bound to the carbonyl carbon of the substrate. The histidine gives up the proton it
acquired from the serine to the nitrogen of the substrate, making it easier for the first product to split off
from the rest of the substrate. (d) In the transition state for hydrolysis of the acyl-enzyme intermediate, a
water molecule attacks the carbonyl carbon of the acyl-enzyme ester as the histidine accepts a proton from
it, analogous to the acylation step (b). The transient negative charge on the oxygen of the acyl enzyme is
again stabilized by hydrogen bonding in the oxyanion hole. (e) Formation of product. The transition state
collapses to release the other portion of the substrate and regenerate the serine –OH. 
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negative charge through the donation of two hydrogen bonds to the carbonyl oxygen from
what has been called the oxyanion hole in the active site (Figure 2-40). 

Step two of the reaction requires hydrolysis of the covalent acyl-enzyme intermediate (Figure 
2-40d,e). When the intermediate is hydrolyzed, the carboxy-terminal portion of the peptide
substrate is released and the serine on the enzyme is restored to its original state. Attack of water
on the acyl enzyme is more facile than attack of water on the original amide substrate, for the
hydrolysis of an ester is easier than hydrolysis of an amide. This is because the C–N bond of an
amide has more double-bond character than the corresponding C–O bond of an ester. The tran-
sition state for hydrolysis of the acyl enzyme is similar to that already described for its formation,
and it is stabilized in the same way, by interactions with the oxyanion hole (Figure 2-40d). 

An obvious question raised by this example is why not just activate a molecule of water directly
by pulling a proton off it, turning the weak nucleophile H2O into the strong nucleophile
OH–, instead of activating a serine first. Interestingly, this is exactly what happens in another
class of proteases, the metalloproteases. Instead of using a covalent enzyme intermediate, these
enzymes use a metal-ion cofactor to activate water for direct attack on the substrate carbonyl,
while at the same time activating the carbonyl. In contrast to the serine protease mechanism,
metalloproteases such as carboxypeptidase and thermolysin do not proceed through a stable
intermediate. They bind a molecule of water to a metal ion, usually Zn2+. Binding H2O to a
transition metal ion lowers the pKa of the bound water, making it a better acid. It is thus much
easier to turn metal-bound H2O into OH–. The metal-bound OH– can attack the amide bond
of a peptide substrate directly, hydrolyzing it without the need for a covalent enzyme inter-
mediate. The presence of two or more classes of enzymes that carry out the same chemical
process by different chemical strategies is a common feature of biology.

The two-step strategy is also often deployed in phosphoryl-group transfer reactions, particularly
those catalyzed by kinases and phosphatases, which, as we shall see in Chapter 3, are among the
most important mechanisms for regulating protein function. Unlike the serine proteases, in which
a serine (or a cysteine in the case of the related cysteine protease family) is always the attacking
nucleophile, phosphoryl-group transfer can occur with a wide variety of attacking groups. Serine,
threonine and tyrosine –OH groups, the carboxylate groups of aspartate and glutamate, cysteine
–SH and the nitrogen of histidine are all known to participate in various phosphoryl-group
transfers. In the bacterial enzyme alkaline phosphatase, which catalyzes the transfer of phosphate
to water from many organophosphate substrates, a serine –OH on the enzyme first attacks the
phosphorus atom, releasing the organic portion of the substrate and leaving behind a 
phosphoserine-enzyme intermediate, which is then hydrolyzed by water, a mechanism analogous
to that of the serine proteases. Although it is difficult to trap acyl-enzyme intermediates such as
those formed in the serine and cysteine protease reactions, phosphoenzyme intermediates can be
more stable and have been isolated for many enzymes. For example, phosphoglucomutases 
catalyze the interconversion of D-glucose 1-phosphate and D-glucose 6-phosphate, a reaction cen-
tral to energy metabolism in all cells and to the synthesis of cell-wall polysaccharides in bacteria.
The reaction proceeds through a phosphoaspartyl anhydride intermediate, which is formed when
the phosphate on the aspartyl group of the enzyme attacks the unphosphorylated position on the
sugar and transfers the phosphate group to it (Figure 2-41). Subsequent reaction of the 
phosphoryl group at the other position on the sugar with the aspartate regenerates the 
phosphoaspartyl-enzyme. The structure of the phosphorylated enzyme from Lactococcus lactis
clearly shows the phosphate bound to the side chain of aspartic acid 8. The absence of a catalytic
base near the aspartyl phosphate group to activate a water molecule or another substrate group
accounts for the persistence of the phosphorylated enzyme under physiological conditions.
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Figure 2-41 The phosphoenzyme–substrate
intermediate in the active site of beta-
phosphoglucomutase from Lactococcus lactis
In the active site of beta-phosphoglucomutase,
phosphoryl-group transfer occurs via aspartic
acid 8, which can be phosphorylated to form a
stable phosphoaspartyl-enzyme. In the reaction
glucose 6-phosphate (G6P) to glucose 1-
phosphate (G1P), for example, the un-
phosphorylated C1 OH of the substrate is
positioned such that it can become linked to
the phosphoaspartyl group as shown. In this
intermediate, the phosphate being transferred
is pentavalent and is still associated with both
aspartic acid 8 (in a mixed anhydride linkage)
while becoming covalently linked to the G6P
substrate to form the intermediate 1,6-
bisphosphoglucose–enzyme complex.
Subsequent reaction of the phosphoryl group
at the 6 position of the sugar with the aspartic
acid 8 is thought to complete the transfer to
C1, forming G1P and regenerating the
phosphoaspartyl-enzyme.  
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Definitions

catalytic triad: a set of three amino acids that are
hydrogen bonded together and cooperate in catalysis.

nucleophile: a group that is electron-rich, such as an
alkoxide ion (–O–), and can donate electrons to an elec-
tron-deficient center.

oxyanion hole: a binding site for an alkoxide in an
enzyme active site. The “hole” is a pocket that fits the
–O– group precisely, and has two hydrogen-bond-

donating groups that stabilize the oxyanion with
–O–···H–X hydrogen bonds.
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Some enzymes can catalyze more than one reaction

In some cases an enzyme may catalyze more than one chemical transformation. Such enzymes may
be composed of a single polypeptide chain with one or more active sites, or may be composed
of more than one polypeptide chain, each with an active site. In the latter case, each polypeptide
chain represents an independently folded subunit which normally does not, however, exist in
the absence of the others. Such enzymes are called bifunctional (or multifunctional if more
than two reactions are involved) and they fall into three classes. In the first class, the two
reactions take place consecutively at the same active site. In the second, two separate chemical
reactions are catalyzed by two distinct active sites, each located in a different domain some
distance apart. In the third, two or more reactions are also catalyzed by two or more distinct
active sites, but these are connected by internal channels in the protein, through which the
product of the first reaction diffuses to reach the next active site, where it undergoes further
reaction. In this section we shall look at examples of the first and second classes. In the 
following section, we deal with multifunctional enzymes with internal channels, and will
also consider enzymes that have additional non-enzymatic functions. 

Some bifunctional enzymes have only one active site

In bifunctional enzymes that carry out two different reactions using the same active site, the
second reaction is simply an inevitable chemical consequence of the first, because the product
of the initial reaction is chemically unstable. Although catalysis of the second step, involving
the breakdown of this first product, might seem unnecessary to sustain a rapid overall reaction
rate, this second reaction is often catalyzed as well. The active site is the same for the two
consecutive transformations, as the first product does not dissociate from the enzyme. An
example is the reaction catalyzed by isocitrate dehydrogenase (ICDH), an enzyme in the TCA-
cycle pathway. ICDH uses the cofactor NADP to oxidize isocitrate to oxalosuccinate, a
compound that is unstable because it is a beta-ketoacid. In the same active site, with the
assistance of a manganese ion, oxalosuccinate is catalytically decarboxylated, independent
of the presence of NADP, to give the final product, alpha-ketoglutarate (Figure 2-42).

Some bifunctional enzymes contain two active sites

A second class of bifunctional enzyme contains two independently folded domains, each of
which has a distinct, non-overlapping active site. Although there are some exceptions, it is
usually the case that the product of one active site is the substrate for the other active site.

2-15 Multifunctional Enzymes 

Figure 2-42 The reaction catalyzed by
isocitrate dehydrogenase The reaction
catalyzed by this enzyme consists of an
oxidation reaction and a decarboxylation
reaction. In the active site of this TCA-cycle
enzyme, isocitrate is oxidized and decarb-
oxylated to form alpha-ketoglutarate. In the first
reaction, isocitrate is oxidized to oxalosuccinate
and the cofactor NADP is concomitantly
reduced to NADPH. Although oxalosuccinate
will decarboxylate spontaneously to form the
desired product, alpha-ketoglutarate, in the
active site of isocitrate dehydrogenase this
decarboxylation is catalyzed in a second
reaction with the assistance of an enzyme-
bound manganese ion. Oxalosuccinate never
escapes from the enzyme. 
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Definitions

bifunctional: having two distinct biochemical functions
in one gene product. Bifunctional enzymes catalyze two
distinct chemical reactions.

multifunctional: having a number of distinct bio-
chemical functions in one gene product.
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Unless these two sites were to face each other (which has never been found) or be physically
connected in some fashion, the first product must dissociate from the first domain and diffuse
through the cellular medium or along the protein surface in order to find the second active
site. There would seem to be no catalytic advantage to having the two activities residing in one
fused gene product, but the arrangement does at least allow coordinate regulation of the
biosynthesis of both enzyme activities. Genome sequencing has provided evidence that any
advantage is small: in nearly all instances, at least one organism can be found in which the two
different catalytic activities are encoded by two distinct genes.

One example of this type of bifunctional enzyme is dihydrofolate reductase-thymidylate synthase
from the parasite Leishmania major, which catalyzes two reactions in the biosynthesis of
thymidine. In most other organisms, including humans and E. coli, these two enzymatic
activities are carried by two separate proteins, encoded by separate genes: a thymidylate 
synthase and a dihydrofolate reductase. In the first active site of the Leishmania enzyme, a 
molecule of 2¢-deoxyUMP is methylated by N5,N10-methylene-tetrahydrofolate to give
thymidylate (TMP) and dihydrofolate. In the second active site, located 40 Å away in a separate
folded domain, the dihydrofolate is reduced by NADH to generate tetrahydrofolate. (Cofactor
regeneration is completed by another, separate, enzyme.) In Leishmania, presumably, two genes
encoding the two separate enzyme activities were originally arranged in tandem and at some
point during evolution the stop codon for the first one was lost, creating a single gene with a
bifunctional protein product. 

Another example of this is found in the purine biosynthesis pathway. In most organisms AICAR
transformylase-IMP cyclohydrolase (ATIC) is a 64 kDa bifunctional enzyme that possesses the
final two activities in de novo purine biosynthesis, 5-aminoimidazole-4-carboxamide-ribonu-
cleotide (AICAR) transformylase and IMP cyclohydrolase. ATIC forms an intertwined dimer,
with each monomer composed of two separate different functional domains. The amino-terminal
domain (up to residue 199) is responsible for the IMP cyclohydrolase activity, whereas the
AICAR transformylase activity resides in the carboxy-terminal domain (200–593). The active
sites of the two domains are approximately 50 Å apart, with no structural evidence of a tunnel
connecting the two active sites (Figure 2-43). In the archaeon Methanopyrus kandleri, however,
these two activities are carried out by two independent proteins, encoded by two distinct genes.

Figure 2-43 The bifunctional enzyme, AICAR
transformylase-IMP cyclohydrolase (ATIC) is a
single enzyme with two distinct active sites
(a) This enzyme occurs as an intertwined
homodimer, with each monomer composed of
two distinct domains (dark and light blue/dark
and light red). The two domains are each
involved in catalyzing a different reaction in the
biosynthesis of inosine monophosphate (IMP),
the initial purine derivative that is the precursor
to adenosine and guanosine. One site of each
type is indicated by an arrow, with the reaction
that takes place there described below. In all
there are four active sites on the dimer, one on
each domain. (b) The active sites for the AICAR
transformylase reaction on the two monomers
are each formed by residues contributed by
both monomers. In the first site a transform-
ylase reaction on the substrate 5-amino-
imidazole-4-carboxamide ribonucleotide
(AICAR) produces a product, formyl-5-AICAR
(FAICAR), that is a substrate for the second
active site. 10f-THF is the cofactor N10-formyl-
tetrahydrofolate. (c) In the second active site,
FAICAR is cyclized to IMP. In most organisms
these two reactions are carried out by the
bifunctional enzyme, but in some species 
the transformylase and the cyclohydrolase
reactions are carried out by two distinct
proteins (encoded by two separate genes).
Each of these resembles in structure the
corresponding domain in the bifunctional
enzyme.
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Some bifunctional enzymes shuttle unstable intermediates through a
tunnel connecting the active sites

A third small class of multifunctional enzymes has been found to possess a remarkable 
connection between their separate active sites. A physical channel (or channels) allows the
product of one reaction to diffuse through the protein to another active site without diffusing
out into contact with the cellular medium. Two reasons for such a feature have been identified:
either the first reaction product is an uncharged species that might be lost from the cell 
altogether by diffusion through the membrane if it were allowed to escape from the protein;
and/or the reaction product is so unstable in free solution that it would decompose before it
had time to find the second active site.

The first enzyme found to have such a tunnel through its structure was the bifunctional
tryptophan synthase from Salmonella typhimurium. Unlike the enzymes discussed in the previous
section, this is composed of two subunits, encoded by separate genes. The tunnel is 25 Å long
and connects the active site of the alpha-subunit, in which indole, an uncharged molecule that
might diffuse out of the cell, is generated from indole 3-glycerolphosphate, to the second active
site, in which the indole is added to a molecule of acrylate, derived from serine, to produce
tryptophan (Figure 2-44). Indole remains enzyme-bound throughout the reaction. The 
tunnel, as expected, is lined with nonpolar side chains to retain the nonpolar indole molecule. 

2-16 Multifunctional Enzymes with Tunnels

Figure 2-44 The two active sites of the bifunctional enzyme tryptophan synthase are linked by an
internal channel In the reaction catalyzed by this enzyme, indole-3-glycerolphosphate (IGP) is first
converted to indole and glyceraldehyde-3-phosphate in an active site located in the alpha-subunit. The
uncharged indole molecule diffuses through a channel in the enzyme, lined with nonpolar side chains, to
the second active site, in the beta-subunit, where a second substrate, serine, has been converted to an
acrylate adduct of the cofactor pyridoxal phosphate (PLP). There the indole adds to the acrylate and the
product hydrolyzes to give tryptophan and regenerate PLP.
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Trifunctional enzymes can shuttle intermediates over huge distances

The second example is considerably more complicated because it is a trifunctional enzyme, 
carbamoyl phosphate synthetase, an enzyme involved in the synthesis of 2¢-deoxyUMP and in
the urea cycle. The single-chain protein has three separate active sites connected by two tunnels
through the interior of the protein, and individual genes corresponding to the different 
activities have never been found in any organism. This design has presumably evolved because
the first reaction produces ammonia, a neutral species, which travels along a tunnel to the 
second active site where it reacts with carboxyphosphate to give a carbamate intermediate that
would be too unstable to survive in aqueous solution. Therefore, it is transported through the
interior of the protein to the third active site, where it is phosphorylated by ATP to give the final
product. The entire journey from first substrate to carbamoyl phosphate covers a distance of nearly
100 Å: this enzyme is illustrated in Figure 2-45. Bifunctional enzymes are known in which the
two reactions catalyzed are not consecutive; in this case a separate enzyme catalyzes the
intervening reaction and channels substrate between the two active sites.

Some enzymes also have non-enzymatic functions

The genomes of mammals are not that much larger, in the number of genes, than those of
plants, fish, flies and worms. It is becoming clear that one reason for this economy of gene
number is that, in multicellular eukaryotes at least, many enzymes have at least a second
biochemical function that is unrelated to their catalytic activity. This function is usually
regulatory: some enzymes double as transcription factors; others act as signaling proteins;
some are cofactors for essential reactions in protein synthesis; and yet others are transported
out of the cell to serve as cytokines or growth factors. It is possible that this multiplicity of
functions, in addition to allowing the genome to remain relatively compact, also connects
various processes. Having a metabolic enzyme double as a repressor, for example, couples the
expression of some genes to metabolism in a direct way. For example, the folate-dependent
enzyme thymidylate synthase (see section 2-15) also functions as an RNA-binding protein.
It interacts with its own mRNA to form a ribonucleoprotein complex, and there is also
evidence that it can interact with a number of other cellular mRNAs, including transcripts
of the p53 tumor suppressor gene and the myc family of transcription factor genes. The
functional consequence of such binding is to repress the translation of these genes. Hence,
the metabolic enzyme thymidylate synthase may have a critical role in regulating the cell
cycle and the process of programmed cell death through its regulatory effects on the
expression of cell-cycle-related proteins. It is also a target for several anti-cancer drugs, and
its ability to function as a translational regulator may have important consequences for the
development of cellular resistance to such drugs. A list of some proteins with more than
one function can be found in Figure 4-47.
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Figure 2-45 Three consecutive reactions are catalyzed by the three active sites of the enzyme
carbamoyl phosphate synthetase Carbamoyl phosphate synthetase is a trifunctional enzyme with two long
tunnels connecting the three active sites. In the first active site, shown at the top of the figure, glutamine is
hydrolyzed to ammonia, which migrates through the first tunnel in the interior of the protein to the second
active site, shown in the middle, where it reacts with carboxyphosphate to produce a carbamate
intermediate. (The carboxyphosphate is formed by phosphorylation of bicarbonate by ATP.) The carbamate
intermediate diffuses through the second tunnel to the third active site, shown at the bottom of the figure,
where it is phosphorylated by another ATP molecule to give the final product, carbamoyl phosphate, which
escapes from the enzyme. Graphic kindly provided by Frank Raushel and Hazel Holden.
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